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ON VAGUENESS AND FICTIONS AS CORNERSTONES OF A THEORY OF PERCEIVING AND ACT-
ING: A COMMENT ON WALTER (1983)*

Claudia Carellot and M. T. Turveytt

"I don't want realism. I want magic!”

Blanche DuBois, Scene 9, A Streetcar Named Desire

. Vagueness or unclarity of thought 1is considered by Walter (1983) as a

i worthy and necessary state of (human) mind for modeling. He appeals to quan-

‘ tum mechanics (and, in particular, non-pure states) as, perhaps, the only
fruitful model by which to understand such phenomena. The analogy takes the
following form: The clarity that indeterminant ideas derive from rumination
and discussion parallels the reduction of uncertainty in a parameter of a
submicroscopic system that accompanies its quantum measurement. Walter sug-
gests that with an allowance for quantum-like brain states, brains can be
classified as physical symbol systems--processors that read, write, store, and
compare symbols--of the type described by Newell and Simon (Newell, 1981; New-
ell & Simon, 1976; Simon, 1981).

. As a revealing aside (developed more fully in Walter, 1980), Walter

‘ (1983) asserts that both scientists' theorizing about perceiving and animals'

| perceiving are largely story-telling. His implication seems to be that we in-
vent fictions that may or may not pertain to what is really going on but, at
least, help us muddle through our laboratories and our environments.
Scientists fashion explanations (in a manner of speaking) in an attempt to
sort out reaction times, thresholds, and so on, while perceivers contrive
hypotheses to sort out patches of color, horizontal lines, and so on. The

l story's relation to reality is inconsequential as long as it is useful, where
useful seems to be read as leading to the next (preferably consistent) fic-
tion., If a fiction loses its usefulness to scientist or perceiver, it can be
replaced with a new one--no more real but, ideally, more useful.

L As he rightly points out, Walter's position is in conflict with ecologi-
' cal realism. Beyond that assessment, however, whatever it is that Walter
describes as ecological realism bears little resemblance to the framework
carved out by Gibson over some 30 years (e.g., Gibson, 1966, 1979, 1982) and
elaborated by others (e.g., Michaels & Carello, 1981; Reed & Jones, 1982; Shaw
& Turvey, 1982; Shaw, Turvey, & Mace, 1983; Turvey & Carello, 1981; Turvey,
Shaw, Reed, & Mace, 1981). In what follows, we shall point out where Walter

*Cognition and Brain Theory, 1984, 7, 247-261.

tState University of New York at Binghamton
: ttAlso University of Connecticut
I Acknowledgment. The writing of this paper was supported in part by Office
> of Naval Research contract N0O14-83-0083 awarded to Haskins Laboratories.
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L. Carello & Turvey: On Vagueness and Fictions

missteps in his treatment of realism, clarify our conflict with his strategy,
and elaborate our own strategy for modeling behavior at the ecological scale
of animal-environment systems (see below). In so doing, we shall attempt to
show that Walter's posture on realism, while understandable in the beleaguered
heroine of Tennessee Williams' play, is less sympathetic in a (reasonably con-
tent) scientist.

A S 0t

Alternative or Contradictory Descriptions Do Not Deny Realism

While Walter's discontent with ecological realism includes our neglect of
quantum—like brain phenomena, he sees the existence of fictions--be they
scientists' oft-changing models of the world or animals' deceptive behavior in
times of danger or play--as a more fundamental difficulty because they belie
the claim that reality can be apprehended.

‘ The pervasiveness of fictions, deception, play, and so on, make the
: whole ideology of "realism" seem rather unlikely to me, as a
N productive model for mammalian nervous systems. A notion of useful
‘ fictions ("useful" perhaps to be defined in neo-Darwinian terms)
seems more likely than either ecological, or naive, realism, to
vield an adequate description of this most complicated organ system.
(p. 233)

-,

Not surprisingly, we do not agree with this evaluation of the ramifications of

such phenomena. First, dubbing them "fictions" is inaccurate and misleading.
- And, second, it is unlikely that fictions, with the suggestion that the at-
. tainment of goals 1is accidental, could ever be reliably useful. Let us
I elaborate this argument.

[
o

t '

- The notion that science engages in the fabrication of useful fictions has
- a parallel in legal practice (Walter, 1980). Just as it is convenient but in-
correct to conceive of a corporation as a single person in certain legal cir-
l cumstances so, too, is it useful but fictitious to conceive of space as
- Euclidean in some circumstances and curved in others. Walter claims that sci-
ence would be better served by acknowledging that its models, however useful,
are flctions "because the inconsistencies between scientific views of 'reali-
ty' in different contexts will be more damaging" (Walter, 1980, p. R366).

Y vev s -

AR

= But do the seeming contradictions entailed by different characterizations
4 of space, for example, remove all characterizations from the realm of reality
- (unqualified by quotation marks)? In other words, if a given notion changes

relative to changes in the problem of interest, does this relativity preclude
; a conslderation of that notion as objective and real? We have argued else-
R where that {t does not and, indeed, that the concept of an absolute reality
- that would be appropriate for all grains of analysis is untenable (Gibson,
K 1979; Michaels & Carello, 1981; Shaw, Turvey, & Mace, 1982; cof. Prigogine &
Stengers, 1984, chap. 7).

P LR

Appropriateness is the key idea here--the level of description of reality
must be commensurate with the level of inquiry, that is, with the type of sys-
temic Interactions that are of interest (cf. Rosen, 1978). Although Walter
(1980) says, "When making human-scale measurements, for example, precision
seldom requires us to incorporate either relativistic space curvature or
super-spacelike microtopological fluctuations" (p. R367), it is not disem-
bodied "precision" that renders such analyses unnecessary. Rather, those
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analyses are inappropriate because human activities do not occur at those lev-
els. Human (and animal) behavior occurs with reference to the animal-specif-
ic, activity-relevant properties of the environment--what Gibson has termed
affordances (1979). Affordances, it is proposed, are the appropriate level of
description of reality for the ecological scale. The lengthy, difficult
search initiated by Grinnel (1917) and Elton (1927) to find a systematic and
evolutionarily consistent way to define the econiche-~-the related environmen-
tal realities supporting a given species' lifestyle--has begun to focus on the
view of the econiche as an affordance structure ({Alley, in press; Patten,
1982).

=

’
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Affordances are both relative--they are defined with reference to a
particular animal--and objective--they are defined by persisting properties of
the environment. As an example, consider a brink in a surface. For an animal
' of a given size, that brink affords stepping down; for an animal of a given

smaller size, that brink affords falling off. The reality of that particular
layout of surfaces as a step-down place or a falling-off place is relative to
the animal. Yet the nature of those relative realities is determined by the
. independent character of the surface layout--for example, that it is comprised
s of vertically separated substantial surfaces rather than liquid ones. This
i echoes a point made by Lewis (1929):

Relativity is not incompatible with, but requires, an independent
character in what is thus relative. And second, though what is thus
relative cannot be known apart from such relation ... all such rel-
ative knowledge 1is true knowledge of that independent character
.‘ which, together with the other term or terms of this relationship,
determines this content of our relative knowledge. (pp. 172-173)

vy ¥ .¥V.5.7 0

The coexistence of contradictory descriptions of reality (e.g.,
step-downable vs, not step-downable, curved vs. Euclidean space) does not mean

; that these descriptions are fictions (cf. Ben-Zeev, in press). It simply
means that different problems appeal to different aspects of reality. No one
description is universally privileged (cf. Alley, in press; Rosen, 1978).

Indeed, contrary to Walter's efforts to marshal quantum phenomena in
opposition to realism, the same point has been made for that domain by
Prigogine and Stengers (1984):

¥

LB O RO

The irreducible plurality of perspectives on the same reality
expresses the impossibility of a divine point of view from which the
whole of reality is visible (p. 224). The real lesson to be learned
from the principle of complementarity Titalics added] a lesson that
can perhaps be transferred to other fields of knowledge, consists in
emphasizing the wealth of reality, which overflows any single lan-

guage, any single logical structure. (p. 225)

AN

H |

Biased by his concern abuut what scientists do when they theorize about
the world, Walter is confused in his attitude toward what animals (including
humans) do when they perceive their environments. He claims that the fictions
by which scientists think they understand the universe have parallels in those
cases where percelvers are cwuped by deceptions. We have already argued that
scientific models of natural phenomena need not be considered fictions, even
if models of the same phenomenon at different levels are inconsistent. But
surely there are scientific models that are Jjust plain wrong--phlogiston,
- aether, and spontaneous generation, to name a few, Do these speak to the

i
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o] Carello & Turvey: On Vagueness and Fictions

possibility of perceivers knowing reality? They do not because they involve
issues of scientific realism, not perceptual realism (see Blackmore, 1979).
That is to say, the question of whether or not sclentists can be successful in
understanding nature is independent of whether or not perceivers are success-
ful in knowing the environment as it constrains their day-to-day activities.
- Scientists can flounder for any number of reasons--religious dogma, bad
& experiments, stupidity--but for animals to "move 30 they can eat, and eat so
they can move™ (Iberall, 1974) and thereby survive, they must be in contact
with the facts of their environments. Animals cannot act effectively with re-
spect to fictions.

()
..

What of walter's contention that the fictions are useful? Doesn't that
empower them to guide activity? It is not at all clear how a fiction, unfet-
tered as it is by actual states of affairs, could ever be useful. What guides
the construction of a fiction so that it is at least relevant to an intended
action--for example, a given layout of surfaces is fictionalized as being in
the realm of stepping (on) or falling (off) rather than swimming (in), squeez-
ing, eating, ad infinitum? And by what criterion might a given fiction be
deemed wuseful? There must be some standard of comparison. If the actual
state of affairs provides the comparison, realism cannot be avoided.

Deception Presupposes Realism

Walter's example of deceptive animal behavior might seem tailor-made for
a fiction framework. A mother bird saves her offspring by feigning injury so
that a fox will follow and attack her in the mistaken belief that her broken
wing will prevent her escape. She has created a fiction--the predator per-
ceives an injury that does not exist--that 1{s wuseful in preserving her
species. Such circumstances are quite rare in nature, however; not all
animals engage in deception, and, for those that do, deception constitutes a
small part of their behavioral repertoires. Deception provides a disputable
foundation, therefore, upon which to build an account of perceiving. Nonethe-
less, we would emphasize the lawful basis that allows the mother to enact a
successful charade and the fox to act upon ({t. She must constrain her
musculature {n just that way that will produce postural and joint adjustments
specific to a particular dynamic condition (viz., material structure too weak
to support the characteristic wing movement). For his part, the fox must de-
tect the dynamics that underlie the bird's kinematic display. In order to
pursue a realist basis for deceptive behavior, we will elaborate this
so-called kinematic specification of dynamics (or KSD) principle (Runeson,
1977/1983; Runeson & Frykholm, 1983).

g N AR
s Nt
|‘-.'l * i

The principle starts with the reasonable assumption that, because the
- body is composed of certain masses and lengths and types of joints, only cer-
o tain movements will be biomechanically possible. The biomechanics will also
determine what one must do to maintain balance and cope with reactive forces
(those "back-generated" by the act of moving). The kinematic properties of an
i action (its variously directed motions, its accelerations and decelerations)
o are determined by the dynamic conditions that underlie it--the forces produced
. intentionally and unintentionally by the animal and those supplied by the
. surrounding surfaces of support. The KSD principle suggests that a reciprocal
relationship also exists: The kinematic properties of acts are transparent to
v the dynamic properties that caused them. For an observer, this principle
reads: The ambient optic array (see Gibson, 1979; Lee, 1974, 1976) is struc-
. tured by an animal's movements such that macroscopic qualitative properties of
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Carello & Turvey: On Vagueness and Fictions

the optic array are specific to and, therefore, information about, the forces
that produced the movements.

The principle finds support in experimental investigations of human move-
- ment perception that use Johansson's (1973) patch-light technique. This
methodology entails limiting an observer's view of actors (i.e., peopie who
= engage in activities) to small lights that are attached to their major joints.
> When a person engages in some activity, a transforming pattern of lights is
generated. Perceivers find this limited optical structure to be informative
about a number of properties, including metrical (length of throw of an
invisible thrown object of unknown mass [Runeson & Frykholm, 1983]),
biomechanic (gender of a walker [Cutting, Proffitt, & Kozlowski, 1978;
Kozlowski & Cutting, 1977; Runeson & Frykholm, 1983]), and kinetic (the weight
of a lifted box [Runeson & Frykholm, 1981]). Importantly, Runeson and Fryk-
holm (1983) have shown that perceivers are not easily fooled by actors'
efforts to be deceptive. Despite attempts to fake the weight of a lifted box,
observers not only perceive the real weight but are aware of the deceptive
- intention and the intended deception (i.e., what weight is being faked) as
N well. Similar results are found in attempts to be deceptive about one's
- gender (through gait and carriage in a variety of actions)--observers are
: aware of both real gender and faked gender. The point to be underscored is
that an actor can structure light in ways that provide information about
conditions that do not exist (see Gibson, 1966; Michaels & Carello, 1981; Tur-
vey et al., 1981, for realist accounts of this fact) while simultaneously (and
- unavoidably) providing information about conditions that do exist, and
S perceivers can be aware of both.

Runeson and Frykholm draw a parallel with the dual reality of pictures,
especlially as it has been described by Gibson: There is information about
objects represented in the picture and information about the picture itself as
- an object. "The duality of information in the array is what causes the dual
~ experience" (Gibson, 1979, p. 283). The possibility of dual awareness may
speak to the dearth of true deceptions in nature. For very sound physical
reasons, situations that lend themselves to single awareness deception are,
> contrary to what Walter seems to imply, difficult to manufacture and, in
) consequence, qQuite rare. Intraspecific threat and play behavior, on the other
2 hand, are found throughout the animal kingdom. But it seems to be a misnomer
f to label these "deceptions" in the sense of trickery. Baboons who bare their
teeth have not fabricated a fearsome weapon. They are suggesting that they
would rather not use the ones they have. Chimpanzees who play attack-and-flee
% are not deluded; they behave differently in true fight-escape circumstances
: (Loisos, 1969). Play provides an opportunity to learn about one's environ-
ment, conspecifics, and one's own behavioral possibilities.

& We have argued that characterizing perception as useful fictions is inad-
equate to explain behavior in natural circumstances. An explanation of ef-
fective behavior requires a realist framework with the animal-environment sys-
tem as the unit of analysis. Walter, however, is skeptical of whether such an
analysis {s possible. We contend that his objection is based on an
overevaluation of what can be distilled from brain state accounts and a
m.sunderstanding of what "animal-environment system" means. We will deal with
each of these issues in the next two sections.

-
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Carello & Turvey: On Vagueness and Fictions

Brain States Are An Inadequate Basis For Ascribing Intentional Content

Walter implies that any perspective that does not advert to observations
of brain states cannot provide a dynamically useful formulation of behavior.
However, he prudently avoids any discussion of how observations of brain
states would yield the proposed useful formulation. Presumably, Walter's
advocated observations or measurements of the brain~-no matter how precise or
vague those measurements may be--would provide only extensional descriptions.
And, presumably, a physical or biological theory of the brain strictly con-
sistent with such observations could only be extensional. At best, observa-
tions of brain states, purely interpreted, would lead to an account roughly of
the form: In the context of functional brain organizations P and Q, function~
al brain organization R has the capacity of inducing functional brain organi-
zation S. This would not be a dynamically useful formulation of behavior. No
matter how elaborate and detailed such an extensional account becomes, it will
never allow Walter to answer apparently straightforward questions about prosa-
ic behaviors. For example, how does an outfielder know to charge in rather
than retreat to catch a ball (Todd, 1981)? Why does a child, on seeing a
particular surface, initiate crawling rather than walking to traverse the sur-
face (E. Gibson, 1983)? The important ingredient missing from the foregoing
brain-state based account of behavior is intentionality.

A dynamically useful formulation of behavior grounded in observations of
brain states requires minimally (1) a principled basis for individuating brain
states, and (2) a principled basis for ascribing content to individuated brain

e states. The latter refers to the problem of systematically upgrading the
h extensional characterizations of brain states to intentional characteriza-

tions, ordinarily expressed by intensional statements (Dennet, 1969; Fodor,
- 1981; but see Searle, 1983). The point 1is that without identifying the

= contents (the significances, the meanings, the message functions, the signal-
'x, ling functions, etc.) of brain states, the brain theorist's view of brain
ty function in relation to bencvior is empty. The intentional characterization
~ earns for the brain theorist the luxury of addressing the question of what the

brain states are about. From what observations and on what grounds would an
advocate of the explanatory power of brain states fashion intentional charac-
terizations? Those characterizations arise at and are the sine qua non of the
ecological scale of animal-environment systems.

Intentional characterizations should not be interpreted as referring to
systemic states that are in addition to or separate from those extensionally
characterized. Intentional characterizations usually comprise alternative
(discrete, symbolic) descriptions of a system's states, descriptions that com-
plement the extensional (continuous, dynamical) accounts of how a system is
doing what it is doing. Pattee (e.g., 1973, 1977) has been foremost in
identifying the problem of understanding how these two complementary modes of
description of any complex system can be treated in a physically consistent
-, way. The ecological approach to perception and action has been concerned sim-
- ilarly with the complementarity of intentional and extensional characteriza-
tions (e.g., Carello, Turvey, Kugler, & Shaw, 1984), but it has been concerned
more directly with elaborating the extensional basis for ascribing
intentionality to states of the animal-environment system in a principled
manner (e.g., Gibson, 1979; Kugler, Kelso, & Turvey, 1980, 1982; Turvey et

2 al., 1981). This strategy has been chosen because the principled ascription
;J of content to the states of a system rests ultimately on the accuracy and
-: specific predictions of the extensional account of the system. As Dennett

(1969) puts 1it:
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The ascription of content is thus always an ex post facto step, and
the traffic between the extensional and the intentional levels of
explanation is all in one direction. (p. 86)

To the extent that the extensional basis for a system's phenomena |is
underestimated and/or unknown, the intentional characterization of the system
is likely to be ungrounded and fatuous; ordinary systemic states get ascribed
near magical functions or powers (section below). And this latter statement
identifies, in a nutshell, the danger and inadequacy of seeking an account of
behavior, as Walter advocates, in observations limited to brain states.

The Animal-Environment System as the Appropriate Unit of Analysis

Walter focuses his attack on realism on Turvey and Carello (1981). He
discusses the position thusly:

This position claims that the joint situation of an organism and its
environment is the only correct fundamental concept for brain/mind
modeling...I regard their presumption that a state of the
brain-and-environment nexus can be observed as a fatal flaw in eco-
logical realism. In my view, the state of a mammal's brain cannot,
in most situations, wusefully be observed...without so severely
interfering with that state, by your observing...that the state will
change in an unpredictable and uncontrollable way.... (p. 231)

Interestingly, the word "brain" never appears in the Turvey and Carello manu-
script. Indeed, eschewing brains as the appropriate entities to model for an
understanding of psychological phenomena is at the heart of using ecological
to modify our brand of realism. We are interested in how organisms (including
humans) are able to perceive their propertied environments in a way that will
allow them to behave effectively with respect to those environments. A
runner--be it human, gnu, or cockroach--does not steer around representations
or brain states; it avoids real obstacles and goes through real openings.
Couching problems in such terms 1is not, as Walter claims, simply a
"programmatic and descriptive phase" that ecological realism is going through.
The "dynamically useful formulation of behavior" that Walter asserts is una-
vailable from our strategy not only is found in a realist framework but, we
would argue, can only be provided by such a perspective. One of Gibson's
favorite examples--the problem of controlled collisions in locomotion--will be
used to buttress this argument.

As an animal moves through a cluttered surround, it sometimes steers
around objects, sometimes contacts them gently, and sometimes collides with
them violently. In order to control encounters with the environment, activi-
ty-relevant (dynamically useful) information must be available. This includes
information specific to what is moving (e.g., the animal or the objects that
surround it), direction of locomotion, obstacles and apertures in one's path,
time to contact (if {t should occur), and force of contact (if it should oc-
cur). This information has been demonstrated by a number of investigators
(e.g., E. Gibson, 1983; J. Gibson, 1979; Lee, 1976, 1980; Lishman & Lee 1973;
Schirf, 1965) to exist in what might be termed the morphology of the optic
flow field (Kugler, 1983; Kugler & Turvey, in press; Solomon, Carello, & Tur-
vey, 1984). We will highlight some of the findings here but for detailed ana-
lyses, the reader should refer to the cited works.
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[-" Although the problem of distinguishing one's own movement from displace-
o ments of the surround has been a long-standing puzzle in orthodox accounts of
perceiving, Gibson (1979) provided a simple solution, viz., global, smooth
change 1n the optic array specifies egomotion, local discontinuous change
specifies motion of an object in the environment. Moreover, one's direction
of locomotion is also specified by the form of the optic flow field: Global
optical expansion specifies forward movement (where the focus of expansion
specifies the point toward which one is moving) while global optical contrac-
tion specifies retreat (where the focus of contraction specifies the point
from which one is moving). If the appropriate flow fields are generated, the
appropriate actions will be constrained (e.g., in the face of simulated global
optical expansion, a person will make postural adjustments backward to
compensate for the perceived forward movement [Lishman & Lee, 1973]; when con-
fronted with local optical expansion, a person [or animall] will duck [Schiff,
1965]). The same sort of analysis distinguishes obstacles from apertures: A
closed contour 1is specified as an obstacle when there is a loss of structure
outside the contour during approach; it is specified as an opening when there
AN is a gain of structure inside the contour during approach (J. Gibson, 1979).
) Infants as young as six months will duck from approaching obstacles but try to
look inside approaching openings (E. Gibson, 1983).

| If an animal wishes to steer around objects, it must move in such a way
:{ that optical expansion is centered in openings rather than obstacles. 1In or-
2 der to contact objects (and to vary the force with which they are contacted),
: two more optical flow properties are needed. The inverse of the relative rate
of dilation of a topologically closed region of the optical flow field (e.g.,
- that structured by a wall) specifies the time at which a moving animal will
o contact that region. The derivative of the time-to-contact variable is infor-
- mation about the imminent momentum exchange: If it 1is greater than a certain
o critical value, the animal will stop short of contact; if it is equal to that
. critical value, the contact will be soft; if it is less than that critical
.- value, there will be a momentum exchange and the contact will be hard (Kugler,
- Turvey, Carello, & Shaw, 1984; Lee, 1976, 1980).

N Notice that these properties do not exist in the animal or in the
" environment but are only defined for the animal-enviromment system. The com-
o ponents of the system are not ruled by the indeterminacy that governs
L conjugate variables in quantum mechanics. That is to say, an exact descrip-

tion of one component does not mean that the other component cannot be deter-
mined. On the contrary, measuring one of the components in isolation not only
fails to provide an understanding of the system but gives a misleading picture
5 of the component that is being measured. This is the problem of overdecompos-
o ing a partial system from the total system that includes it (Turvey & Shaw,
. 1979; cf. Ashby, 1963; Humphrey, 1933; Weiss, 1969). Although science
- requires decomposition to a certain extent in order to make its problems
manageable, the parsing of systems cannot be done cavalierly. An unprincipled
selection of a system in which a phenomenon is thought to reside may make the
phenomenon appear capricious and compel the scientist to attribute magical
powers or content to the partial system (Ashby, 1963; Turvey & Shaw, 1979).
The appropriate grain of analysis, however, may reveal the law-governed
determinacy that is unavailable in the partial system (Weiss, 1969).
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For example, If we take a climber-stairway system (Warren, 1984) as an
instance of an animal-environment system, several points can be illustrated.
First, there 1is optical information for a category boundary for ac-
tion--perceivers can see which of a variety of stairways (constructed with
risers of varying heights) are climbable in the normal way (i.e., without us-
ing hands or knees). Second, there {s a perceptual preference for stairways
that would be easiest to climb (as determined by measures of energy expendi-
ture during climbing). Third, both of these relationships can be described by
a method of intrinsic measurement, in which one part of given system (e.g., on
the animal side) acts as a natural standard against which a reciprocal part of
the system (e.g., on the environment side) can be measured (Warren, in press;
Warren & Shaw, 1981; cf. Bunge, 1973; Gibson, 1979). Thus, the critical riser
height/leg ratio, indexing the action boundary, is .89 whereas the optimal ra-
tio, indexing minimum energy expenditure, is .26. These ratios are the same
for all climbers, short and tall. Finally, each of these ratios is a measure
of animal-environment fit; each is an index of the state of that system. No-
tice that, wunlike Walter's quantum systems, the state does not change by
measuring it and predictions are not invalidated by observations. For a given
individual, if the ratio c¢f riser height to leg is less than or equal to .89,
the stair will be climbab’e; if the ratic equals .26, that stair will be (rel-
atively) energetically cheap to climb. Those relationships do not change.
And nowhere in this analysis is it suggested that brain states can be or ought
to be observed.

Brainstates Are Not the Touchstone for Theories 9£ Knowing

Walter would not deny that behaviors like stairclimbing are observable
without interference from the observer but he would, no doubt, claim that they
are not useful or worthwhile to model.

I have (Walter, 1980) characterized those aspects of behavior that
are predictable from less severely interfering observations, as
rather gross and physicalistic (contrasted with "psychodynamic");
they seem to obey a correspondence principle or classical limit.
They also tend toward conspiring to give a systematically misleading
impression...that they are a closed system, adequate to describe the
brain. (pp. 231-232)

Though "gross" may be used pejoratively, perceiving and acting are unabashedly
macrophenomena. Walter's implication that the only interesting behavior is a
microbehavior will sever him from consideration of a gannet's dive for a fish
(Lee & Reddish, 1981), the baseball fielder's catch of a deep fly ball (Solo-
mon, Carello, & Turvey, 1984; Todd, 1981), and his own efforts to avoid
destruction on the San Diego Freeway {(Gibson & Crooks, 1938). while
microphenomena may have their place, that place i{s not a privileged one. They
need not and will not serve all of science. Once again, this attitude is not
idiosyncratic to ecological realists. Rosen (1978), for example, in stressing
the functional and organizational character of certain physical systems, ob-
served:

What seemed to be emerging from such considerations was apparently
the antithesis of the reductionist program: instead of a single
ultimate set of analytic units sufficient for the resolution of any
problem, we find that distinct kinds of interactions between systems
determine new classes of analytic units, or subsystems, that are ap-
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o propriate to the study of that interaction. (p. xvi) gfu,\

W [These] families of analytic units, all of which are equally "real" N

(are] entitled to be treated on the same footing; the appropriate
use of natural interactions can enormously extend the class of phy-

~ sical observables [italics added] accessible to us.... (p. xvii)
: Once again we see the theme of appropriate levels of reality, this time
2, directed at the question of what counts as an observable for physics.
We suspect that Walter would not be sympathetic to the above line of
argument, countering that we ought to focus on what qualifies as a legitimate

observable for psychology, instead of physics, for problems of knowing. This
is apparent in his contrasting "physicalistic" with "psychodynamic" aspects of
behavior, charging that the former are not "adequate to describe the brain."”
This 1is where his emphasis on vague states of human mind during thinking,
rumination, and the like clashes most dramatically with our concern for the
very unvague states of animal-environment systems during perceiving and act-
ing. In his desire to understand brain (as the seat of mind), Walter holds
thinking and, in particular, vague thinking as the focus of any theory of
epistemic agents. But for us, reliable and reproducible behaviors must be the
- touchstone for any account of knowing. In infinitely varying settings,
organisms are able to produce the same appropriate behavior consistently,
adapting it to the particular circumstances. For example, countless times a
day a bird will take off from a variety of surfaces of support at a wide range
of heights and fly toward other surfaces of support at varying distances away,
alighting on them gently. Sometimes it will steer around trees or pet cats
and sometimes it will have a direct flight. Obstacles to and paths for
locomotion and the appropriateness of accelerations and decelerations can be
- neither indistinctly specified in optical flow fields nor unreliably detected
- if the bird is to locomote through its cluttered terrain successfully. It is
- these kinds of behaviors, not indeterminate contemplations, that should pro-
vide the standard against which to judge the adequacy of theories of knowing.
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The example of a bird in flight is an important one because it contains
one feature-—collisions with plate glass windows--of the sort that Walter,
among others, uses to try to refute realism. The style of the argument can be
. characterized as follows: A bird who sees the window as an opening and flies
o into it has not perceived reality correctly and has not acted effectively.
. But in situations of so-~called perceptual "mistakes," we embrace the distinc-
- tion drawn by Lewis (1929)-—ignorance of reality is not to be equated with
- erroneous knowledge of reality. A window does not structure the optic array
) at all points of observation so as to specify the substantiality of the trans-
o parent surface. The bird is ignorant of that aspect of reality because infor-
5 mation about that aspect is not available to those points of observation along
" the bird's approach. Information about substantiality is available, however,
to other points of observation, viz., on those paths where the optic array is
structured by more reflective angles of the glass. When information about an
obstacle to locomotion is not available, a bird will not change its path of
locomotion. Perception in the first case is veridical; perception in the sec-
ond case is "veridical but partial" (Lewis, 1929, p. 176).

Y Y NX)

A Final Note

The ecological approach addresses common behaviors under the general ru-
bric of controlled collisions (Kugler et al., 1984) or controlled encounters
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-~ (Gibson, 1979). Such behaviors cut across species and allow us to highlight
j- the very small number of design principles responsible for the wide range of

activities that nervous systems support. While the processes that thinkers go
. through in conceiving and refining their ideas are intriguing, they should not
. provide the starting point for an explanation of perception in the service of
. activity. Putting them at the forefront of things to be explained is an
> apotheosis of the exotic and likely to be premature. As a parallel, consider
.; the rainbow, which has fascinated philosophers and scientists for centuries.

An adequate quantitative theory that accounts for all of the features and
quirks of that phenomenon awaited the development of geometrical optics, and
B - an understanding of the wave and particle~like properties of light, polariza-
tion, and the complex angular momentum method (Nussenzveig, 1977). We may
have to be similarly thorough in uncovering those fundamental principles at
the ecological scale on which the reliable and reproducible behaviors of
epistemic agents are based and on which an acceptable account of thinking will
rest.
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THE INFORMATIONAL SUPPORT FOR UPRIGHT STANCE*

Claudia Carello,t M., T. Turvey,tt and Peter N. Kuglerttt

Nashner and McCollum suggest that (1) perturbations of the body relative
to the gravitational field and the surface of support parse into a small num-
ber of circumscribed kinetic states (regions of disequilibrium), and (2) a
functional muscular organization, to restore upright posture, corresponds to
each state., Though the authors talk about the sensing of these states, they
give no indication of the relevant information. In a related way, we think,
their references to neural signals that require interpretation, their appeals
to memory (presumably of previous trajectories, previous initial conditions,
previous sensory consequences, and previous postural achievements), and their
supposition of anatomically defined senses uniquely tied to distinct frames of
reference seem to run counter to the general Bernsteinian {(1967) strategy that
they are pursuing, that is, compressing in a principled fashion a movement
problem of potentially very many degrees of freedom into a movement problem of
very few degrees of freedom.

In contrast, we are inclined strongly toward Gibson's (1966, 1979) revi-
sion of the senses in terms of perceptual systems--active, interrelated sys-
tems (as opposed to senses) that detect information (rather than have sensa-
tions) about the perceiver-environment relation (rather than about their own
states). Taking a Gibsonian stance, we ask whether there could be information
specific to a circumscribed disequilibrium state, regardless of etiology;
whether there could be information specific to approaching a region's bound-
ary, regardless of the details of the trajectory; and whether such information
can be independent of the mode of attention. We will start with Gibson's
strict interpretation of information with respect to vision, demonstrate that
equivalent information is obtainable by other perceptual systems, and conclude
with speculation about properties that might generalize to the control of
stance.

Information is optical structure lawfully generated by the persistent and
changing layout of surfaces and by the displacements of the body (as a unit

*The Behavioral and Brain Sciences, 1985, 8, 151-152. (Commentary on
ﬁEEhner, L. M., & McCollum, G. The organization of human postural move-
ments: A formal basis and experimental synthesis, The Behavioral and
Brain Sciences, 1985, 8, 135-150.

tState University of New York, Binghamton.
ttAlso University of Connecticut.

tt+Crump Institute of Medical Engineering, UCLA.
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["1ASKINS LABORATORIES: Status Report on Speech Research SR-82/83 (1985)]

DA A M i A e A A A A A ARA A AE e bl A Pl el tal sl bed Ank Al Al A4 Sl 2l

N .,
LA e L
‘.j’.‘:‘.._ e
g - Tyl
NS
Feterala
AR
P
B ,
'_-\ '-:‘
ty syt
':,\::'- '--ﬂ
5
e
. !
“
MRS ..
. 0)




rw—m . .

L S R

hdadl Bt Bl it e a4

LA Sl Srvh e S Sk et e e e - R - S
- - B B ST W TR —. Ciaficing 4 Ty Tnvgw BN A A 2 I dh Bas e Jhan A s 2 e e -

Carello et al.: The Informational Support for Upright Stance

relative to the surface layout and as parts relative to each other). Because
the properties of the optic flow field are lawfully related to the properties
of the kinetic field underlying them, they are said to specify those kinetic
properties (see Runeson & Frykholm, 1983). Following Lee (1978), the optical
flow field 1is exterospecific (specific to properties of surface layout),
expropriospecific (specific to the orientational displacements of the point of
observation relative to the surface layout), and propriospecific (specific to
the relations among the parts of the body). And it can be specific in each of
these ways simultaneously. How can this be? Each class of facts (extero,
exproprio, proprio) imposes a distinct patterning--or structure, or form, or
morphology (see Kugler & Turvey, in press)--on the optical flow field. These
patternings are superposed on each other but differentiable from one another.

Consider one such patterning. An optical flow field can be treated as,
roughly, a velocity vector field where the vectors represent angular
velocities of the optical elements (see Gibson, 1979). Wwhen all vectors are
undergoing a graduated magnification about a fixed point, then the point of
observation is displacing rectilinearly toward the fixed point. It is sug-
gested that any globally smooth velocity vector field specifies a displacement
of the point of observation. (Note that the qualitative macroscopic proper-~
ties of the field are what matter, not the individual vectors.) One can
sketch a law at the ecological scale (see Turvey, Shaw, Reed, & Mace, 1981)
roughly of the form:

displacement of point LAWFULLY GENERATES globally smooth velocity
of observation = = = —----e---m———eeao > vector field

This law defines a particular kind of information in Gibson'’s specificational
sense, that is,

globally smooth velocity SPECIFIES displacement of point of
vector field = ----m———n--- > observation relative to surround

Note that the optical property in the foregoing law is a kinematic
abstraction (dimensions: length and time) of an energy distribution (light)
structured by properties of a kinetic field (dimensions: mass, length, and
time), that is, the field determined by the animal and surface layout. Inso-
far as the same kinematic abstraction could be supported by other energy
distributions modulated by the same kinetic facts, this analysis can be gener-
alized to other modes of attention. For example, if a sound field with the
same globally smooth morphology could be produced, according to Gibson's
law-based/specificational interpretation of information, listeners should per-
ceive themselves displacing relative to the surroundings (for confirming evi-
dence, see Dodge, 1923; Lackner, 1977). Defining this morphology over defor-
mations of the skin shculd yield the same impression of egomotion (again see
Lackner, 1977).

This treatment of expropriospecification can be extended to extero- and
propriospecification. It 1is suggested that distinct flow morphologies, now
discontinuous rather than smooth, specify facts of surface layout and rela-
tions among joints (Gibson, 1966, 1979). Again, these morphologies can be in-

16
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stanced by different kinds of energy distributions. Note that is possible to
des»ribe vestibular stinulaticn-—weights displacing in fiuid-filled chambers

reictive to cmavity's pull--and haptic-somatic stimulation--nonrigid mechani-
cal defor. i 12 of the DdDody's tissues--as kinematic or vector fields. Ang
note furtrer tnu., in principle, these velocity vector fields are characteriz-

able alternatively as low-dimensional, macroscopic patternings. According to
tne ecologizal law formulaticn from above, if a given disequilibrium state
gives rise to identical morphologies in the vector fields that are "attended
to" vestibularly, haptically, and visually, then the same postural fact will
be apprehended by each mode of attention.

Nashner and McCollum are puzzled by neural signals having equivalent
postural consequences when the signals are different. 1In our view, their puz-
zlement is based on the wrong formulation: Information may be identical when
neural signals, stimuli, etc., are different (see Gibson, 1966, p. 55).
Neshner and McCollum feel that neural signals must be interpreted. Signal is
a cetaphor for sensations, and sensations strictly speaking can only be about
stat~s of nerves; hence the need for interpretation. Again, their formula is
suspect. Information is about, in the sense of specific to, animal-environ-
ment facts. It needs to be detected, and its differentiation and pick up by a
perceptual system improve with practice, but to interpret it would be

| superfluous.

We have suggested that the information about kinetic conditions (such as
regions of postural equilibrium) is to be found in the morphology of kinematic
fields. Moreover, the information is indifferent to the medium that has been

: structured kinematically. We conclude with a speculation about the morpholog-
| ical property specific to approaching a region's boundary--a generalization of
the time-to-contact variable, T, and its derivative {(Lee, 1980).

For the visual system, T is the inverse of the relative rate of dilation

. of, roughly, the optic array. It specifies when one will contact a surface on
; the path of locomotion. Its derivative specifies how hard the imminent colli-
' sion will be (Lee, 1980). Qur conjecture is that T may be a very general
property of kinematic (flow) fields. Any kinetic field will have, as a rule,

the equivalents of contactable "surfaces"; for example, attractors, basins,

etc. Is there, as a rule, the equivalent of T in the kinematic abstraction of

. any kinetic field--for example, nonrigid mechanical distortions of body
s tissues? Suppose that the authors' regions of equilibrium are detected hapti-
» caliy. Then the proposed availability of T and its derivative would provide a

principled haptic basis for regulating forces to prohibit crossing regions.

In sum, Gibson's treatment of information seems relevant to Nashner and
McCollum in this sense: The low dimensionality of postural control they prom-
ise on the side of action could be reciprocated (as it must) on the side of
) perception.
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DETERMINING THE EXTENT OF COARTICULATION: EFFECTS OF EXPERIMENTAL DESIGN*

Car-le £. Jelfer,t Fredericka Bell-Berti,tt and Katherine S. Harrist

Abstract. Substantial differences in the reports of the extent of
anticipatory coarticulation have made the task of deciding among
unifying models of the process difficult. Two conceptuallly dis-
tinct groups of theories of coarticulation have emerged, one posit-
ing the migration of articulatory features to preceding segments and
the other positing the temporal cohesiveness of the components of
segmental articulations. 1In studies of anticipatory lip rounding, a
possible source of the differences reported in its extent prior to a
rounded vowel is that the alveolar consonants commonly employed in
these studies are presumed to be unspecified with regard to lip
configuration. Thus, the presence of EMG activity and/or protrusive
lip movement during these consonants has been presumed to indicate
vocalically conditioned 1lip activity. However, if this activity is
directly related to the production of the consonant(s), then the
interpretation of these results is problematic unless the experimen-
tal design allows for the differentiation of consonantal and vocalic
effects. We offer here both data suggesting the need for such
considerations and a paradigm that takes these considerations into
account.

Introduction

The phenamena of anticipatory coarticulation have generally been presumed
to reflect underlying aspects of speech motor control (e.g., Kozhevnikov &
Chistovich, 1966; MacNeilage, 1970).! However, substantial differences in re-
ports of the extent of anticipatory coarticulation make difficult the task of
providing one model to account for these data. Two types of conceptually dis-
tinct theories of anticipatory coarticulation exist, both of which attempt to
explain the apparently nondiscrete nature of speech output despite a presumed
discrete input. According to one type of theory, upcoming phones are scanned
for salient features, which then migrate to as many antecedent phones as are
neutral for, or in no way antagonistic to, the migrating feature (e.g., Dani-
loff & Moll, 1968; Henke, 1966; Kozhevnikov & Chistovich, 1966; Sussman &
Westbury, 1981). Thus, given some number of consonants unspecified for lip
configuration immediately preceding 3 rounded vowel, these models predict that
rounding will vary in its onset in direct proportion to the number and/or

*A version of the paper was presented at the 103rd Meeting of the Acoustical
Society of America. Chicago, IL, May 1982.

tAlso The Graduate Center, The City Univers..y of New York.

ttAlso St. John's University.
Acknowledgment. This work was supported by NINCDS grant NS-13617 and BRS
grant RR-05596 to Haskins Laboratories.
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duration of preceding segments. For example, Benguerel and Cowan (1974)
reported that upper lip protrusion (in anticipation of a rounded vowel) begins
as early as the first consonant in clusters of as many as 8ix consonants,
However, the second type of theory proposes that the observed co-occurrence of
components of proximate segments results, not from feature migration, but from
the overlapping of articulatory components of those segments (e.g., Bell-Berti
& Harris, 1981, 1982; Fowler, 1980). Thus, in the absence of conflicting de-
mands, the onsets of different components of the articulation of a given phone
will bear a stable temporal relationship to each other. For example, Engs-
trand (1981) reported that 1lip protrusion activity for the rounded vowel /u/
occurs at a relatively fixed time before the onset of voicing for that vowel,
regardless of the number of preceding consonants.

Despite their conceptual differences, however, a basic premise, having
its roots in traditional 1linear generative phonology, is common to these
models: namely, that a phone is neutral (i.e., unspecified) for a particular
feature when that feature is not essential to its realization (Chomsky &
Halle, 1968, pp. 402-403). Consequently, when activity associated with a giv-
en feature occurs during a segment that is "neutral" for that feature, that
activity must be associated with another segment, and the time at which this
activity begins 1is then assumed to reflect the extent of anticipatory
coarticulation. In fact, however, it may be that feature descriptions are
incomplete. For example, as Benguerel and Cowan (1974) have noted, American
English /r/ is cammonly produced with lip protrusion, although this protrusion
often goes unmentioned in articulatory descriptions of /r/.

Upon closer consideration, it would appear that many of the differences
in the existing literature might be reconciled, and thus allow the development
of a single explanation for them, were these assumptions reconsidered. The
work presented here is part of a study designed to account for the conflicting
results of previous studies, and therefore to test the predictions of the dif-
ferent models of anticipatory coarticulation.

Methods

The alveolar consonants /t/ and /s/, whose articulation would be presumed
to be neutral for lip constriction, were cambined to form nine sequences de-
signed to vary both in the number of consonants and in overall sequence dura-
tions.? The vowels in these utterances were /i/ and /u/, where V, was always
/i/, while V, was either /i/ or /u/. Thus, there were two vowel conditions,
the /iC u/ and /iC_i/ conditions, each occurring with the nine different
consonant string coﬂbinations, for a total of eighteen utterance types (Table
1. The sequences were made by cambining "words," and were presented to the
subjects in orthographic writing. The subjects were instructed to speak at a
comfortable rate, in a conversational manner, without undue attention to mark-
ing word boundaries. Thus, the subjects could, and did, differ in the way in
which they executed a given sequence (for example, leased tool (/list#tul/)
was often realized as the sequence [1list:ul]). Two native speakers of Ameri-
can English® produced between fifteen and twenty repetitions of each of the
eighteen VC vs, spoken within the carrier phrase "It's a again."

Surface electromyographic (EMG) recordings (Allen, Lubker, & Harrison,
1972) of orbicularis oris inferior (00I), right and left, were made simultane-
ously with 1lip movement recording. Lip movements were tracked with an
optoelectrical tracking system (Capstan Co. Model U400 Optical Tracking System)
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that sensed the position, in both the x and y planes, of an infrared
light-emitting diode (LED) positioned on the lower 1lip. All data were
simultaneously recorded on a 14-channel FM tape.

Table 1
Consonant Strings: Number and Duration

Consonant String Duration

Number of (in milliseconds)
Utterance Consonants TB CH
ifftu 1 75 68
i#su 1 220 160
i#stu 2 245 152
is#tu 2 230 163
is#su 2 300 238
is#stu 3 305 253
ist#tu 3 280 266
isti#su 3 385 331
ist#stu ] 360 355
i#ti 1 83 g
i#si 1 227 160
i#sti 2 240 136
is#ti 2 230 165
is#si 2 335 -—
is#sti 3 331 245
ist#ti 3 284 272
ist#si 3 39 330
ist#sti y 392 337

e et e ot o - = _ st - Y " - — - -

The EMG signals were rectified, and both the EMG and movement data were
integrated and then digitized using a PDP 11/45 computer. The durations of
the consonant strings were measured for each token of each utterance type, us-
ing a PCM waveform-editing program. The beginning of the consonant string was
defined as the point at which either the frication appeared in the waveform
(in consonant strings beginning with /s/), or the higher formants disappeared
from the waveform (indicating the onset of closure in consonant strings begin-
ning with /t/). The point in the acoustic signal corresponding to the release
of the consonant occlusion immediately preceding V, was identified as the end
of the consonant string and served as the acoustic reference, or line-up,
point for subsequent ensemble averaging. Thus, when V, was preceded by /t/,
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the line-up point was the burst; when V, was preceded by /s/, the line-up
point was the end of frication before the second vowel.

Yk

The beginning of 00I activity associated with the /VCnV/ sequences was
determined by identifying the time at which the EMG activity increased to a
level equivalent to the baseline plus five percent of the difference between
the baseline and the peak EMG levels. The beginning of the related movement
was determined by identifying the onset of anteriorly-directed lip movement.

Results

Some representative EMG data are shown for each subject (Figure ta). The
EMG signals in each panel represent the ensemble average 00l EMG activity of
an /iC u/ utterance, with consonant string length (i.e., both the number of
segments and the durations of the sequences) differing across panels, The on-
ac set of EMG activity occurs earlier as consonant string duration increases, so
) that it would appear that there has been a migration of lip rounding back to
2 the beginning of the consonant string. In fact, when the onset of O00I EMG
activity for each of the nine /iC u/ utterances is plotted against the re-
- spective consonant string durations (Figure 1b}), it seems that, for both sub-
- Jjects, these onsets bear an obvious relationship to consonant string duration.
. That 1is, they occur earlier as string duration increases, with correlation
o coefficients of r=.98 and .97 for TB and CH, respectively.
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P Although these results might be interpreted as evidence that lip rounding
has spread to the beginning of the "neutral” consonant string, we believe that
it is imperative to determine whether all of the EMG activity is actually If, -
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vowel-related or, alternatively, if it reflects consonantal lip gestures. In
other words, if the 001 activity during the consonant string is vowel-related, SNS
we would not expect to find such activity during the same consonant string L\{*
when it is followed by an unrounded vowel. We therefore examined OOI activity b
for the minimally contrastive /iC i/ utterances, samples of which are shown b
in Figure 2a. It is clear that, even within this unrounded vowel environment, 0P
there is a significant amount of orbicularis oris activity during the conso-
o nant string articulation. In fact, if we treat these /iC_i{/ data as we did
g those for the /iC _u/ utterances, identifying the onset o? EMG activity for
-7, each utterance anH plotting these times against consonant string durations
. (Figure 2b), the resulting scatter plots are strikingly similar to those for
= the /iCnu/ utterance set (Figure 1b). That is, OOl activity begins earlier
as consonant string duration increases. (Subject CH produced only eight of
the nine /1Cn1/ utterances.) Obviously, then, this EMG activity cannot re-
flect the onset of vowel-related 1lip rounding (i.e., the migration of the
RS vowel feature) since the relationship between consonant string duration and
- the onset of 00I activity is observed in both rounded and unrounded vowel

- environments, Indeed, correlation coefficients are as high or higher for

- these /iC i/ utterances (r=.98 and .99 for TB and CH, respectively) than
f.- they are f%r their rounded counterparts,

N

o+,

*f It is obvious, then, that the progressively earlier EMG activity must re-

N flect consonant-related events. This is made more apparent when the EMG

- curves for the minimally contrastive /iCnu/ and /iC_ i/ utterances are su-

perimposed (Figure 3). The two signals diverge in the vicinity of the acous-

i tic onset of V,, with a second peak of activity evident when V, is /u/, while

W EMG activity 1is suppressed when V, is /i/. However, because the EMG signal

ﬁ never returns to a baseline level prior to /u/, the onset of the /u/-related
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Figure 1. Upper panels (1a): Ensemble-average EMG data for subjects TB
(left) and CH (right) recorded from orbicularis oris inferior (00I)
for three /iC u/ utterances. Lower panels (1b): EMG onset time

(ms before ﬂne-up point) vs. consonant string duration for g
“COU/ utterances. Time O represents the release of the conso- ” 3}‘;;'
nant occlusion, determined from the acoustic waveform. The arrows i‘JL}',»,",':"
indicate the average of the acoustic onsets of the consonant a
strings. 2
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Figure 2. Upper panels (2a): Ensemble-average EMG data for subjects TB

(left) and CH (right) recorded from orbicularis oris inferior (00I)
for three /1C i/ utterances. Lower panels (2b): EMG onset time
(ms Dbefore 1?ne-up point) vs. consonant string duration for

/1C i/ utterances. Time O represents the release of the conso-
nang occlusion, determined from the acoustic waveform. The arrows

indicate the average of the acoustic onsets of the consonant
strings.
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Figure 3. Ensemble-average EMG data for the two subjects, recorded from or-
bicularis oris inferior (00I) for three minimally contrastive pairs
of /iC v/ utterances.
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Figure 4, Statistically determined point of separation ("EMG separation on-
- set") between minimally contrastive pairs of /lcnv/ utterances

vs. the average duration of the consonant sequences of the /iC n4/
utterances of each pair.
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EMG activity was determined statistically as the time at which the difference
(in microvolts) following the divergence of the two signals reached signifi-
cance (p<.05).

The statistically determined onsets of rounded vowel activity are plectted
as a function of consonant string duration for the nine minimal pairs for sub-
ject TB, and for eight minimal pairs for subject CH (Figure 4). In contrast
to the consonant-related EMG activity (see Figures 1 and 2), these onsets bear
no obvious relation to the durations of the consonant strings.* Rather, with
the exception of the /i#tu/ utterance, they occur within a fairly restricted
range, bearing a stronger relationship to the onset of the rounded vowel than
to the onset of the consonant string.

The EMG data thus show the following: First, for these two subjects,
some lip activity appears to be inherent in the production of alveoclar conso-
nants. Second, the onset of EMG activity for /u/ appears to be related to the
acoustic onset of that vowel, and not to the compatibility of the vowel and
) consonant articulations. Finally, even when there is 1lip activity for adja-
. cent consonants and vowels, they appear to be organized as independent ges-

L; tures, as the separate peaks of 00I activity for the /iCnu/ utterances sug-
as gest. A
Figure 5 shows movement data for both subjects, for the same /iC ,/ rtitag.
utterances whose EMG data are presented above (Figure 1a). For TB, the data A *«}{

§7 show a substantial forward lip movement in the vicinity of the acoustic onset
- of the consonant string, a position that is then sustained through V,. Howev-
er, while there is a less obvious separation between the consonant and vowel
gestures in the movement than in the EMG records, there are troughs in the
movement traces for all but the shortest utterance.® For subject CH, the
anterior 1lip movement assoclated with the rounded vowel is more clearly
separated from the anterior movement occurring earlier in the utterance.

When the movement traces for the /icnu/ and /iC_i/ utterances are Ssu-
perimposed (Figure 6), the pattern is the same as thag for the EMG records.
O That is, regardless of the identity of V,, the curves are nearly identical
- through the consonant string, diverging in the vicinity of the onset of the
::: second vowel. However, because of hardware limitations at the time of record-
ing, the baselines for these data are not always aligned;® for this reason we
were unable to determine statistically the times at which each minimally
) contrastive pair differed, as we had done for the EMG data. Furthermore, when
:j the temporal relationships between the consonant-related EMG and the earliest
o anteriorly directed movements are examined, there are clearly differences for
L) the two subjects. For subject TB, the earlier onset of OQ0I activity Iis
{- associated with consonant-related forward lip movement. That is, there is an
-3 appropriate contraction time interval between the EMG and corresponding move-
. ment (Figure 7a). For subject CH, however, the earlier 00l activity is not
associated with any significant anterior lip movement for the consonant string
(Figure 7b). Rather, this movement is associated with the first vowel.
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We are therefore faced with the question of what the consonant-related
EMG activity means in terms of movement for subject CH. Figure 8 shows 00l
activity for the three representative /icnu/ utterances, along with both the
corresponding horizontal and vertical movement traces. It can be seen that,
while the EMG and horizontal lip movements are poorly correlated in the vicin-
ity of the consonant string, there is a good temporal correlation (i.e.,
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Figure 5. Antero-posterior lip position as a function of time for the two

- subjects for three /iC u/ utterances. The arrows indicate the
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time for three minimally contrastive pairs of /iCnv/ utterances.
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Figure 7. Ensemble-average EMG and lip position data as a function of time
for both subjects for three /iCnu/ utterances.
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Figure 8. Ensemble-average EMG and lip position data for subject CH for three
/1C u/ utterances. The thin 1line represents OOI-R data, the
thick line anterior lip position data (lip X), and the dashed line
28 vertical lip position data (lip Y).
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contraction interval) between the consonant-related EMG and vertical iip move-
ment. Thus, for this subject, the same muscle appears to be contributing to
both vertical movement (in the production of the consonant string) and
horizontal movement (in the production of the vowel), differences in orbicu-
laris oris function that have been noted previously (ef. O'Dwyer, Quinn, Guit-
ar, Andrews, & Neilson, 1981).

Discussion

The data offered here suggest that there are a number of reasons for the
difficulty in reconciling the differences between sets of previously reported
data on the extent of anticipatory coarticulation. One of these reasons re-
sides in the unproven assumptions that, if a speech sound's articulation has
not been described as including a particular gesture, then, first, that ges-
ture has little, if any, consequence for the production of the sound and, sec-
ond, that speech sound is "unspecified" for that gesture/feature. However,
phoneticians have long known that the description of the articulation of
speech sounds is incomplete (cf. Pike, 1943, p. 152); our data clearly indi-
cate that, for some speakers at least, some alveolar consonants traditionally
assumed to have no intrinsic lip gestures do in fact have such gestures as
part of their natural production. Thus, the assumption that these consonants
are neutral with regard to lip configuration is untenable.

These data also provide evidence of the complexity of the electromyo-
graphic and kinematic data collected for studying coarticulation processes,.
First, it is impossible to separate active protrusion gestures from passive
relaxation of lips that have been retracted, except by observing the activity
of the muscles responsible for those protrusion gestures. Second, the EMG da-
ta may more closely reflect the underlying segmental structure of speech than
do kinematic data. For example, while we sSee no trough in the movement traces
of the /i#tu/ utterance for subject TB, there are clearly separate peaks of
00I activity for both the consonant and vowel segments, suggesting the segmen-
tal nature of the underlying articulatory organization.

In addition to providing insights into the causes of some of the apparent
discepancies resulting from problems in experimental design, we would also
suggest that another source of conflict in attempts to develop a single model
of anticipatory phenomena stems from presupposing that the timing of the onset
of rounding is an entirely anticipatory phenomenon. It is notable that in
both this study and our earlier work (Bell-Berti & Harris, 1981), the onset of
vowel-related 1lip rounding is closer to the acoustic onset of the rounded
vowel for sequences of the form /i#tu/ than for any other sequence. This re-
sult might seem to provide some limited support for the feature migration hy-
pothesis, if this sequence were compared with only one longer sequence (see,
e.g., Sussman & Westbury, 1981). However, we believe that an equally plausi-
ble explanation is that the result reflects the suppression of lip rounding
until the first vowel can be completed without distortion. That is, the onset
of rounding may be constrained by the carryover effects of a preceding
(unrounded) vowel. Thus, in a sequence like /i#tu/, where the vowel-to-vowel
interval is fairly short, the rounding onset might be delayed relative to oth-
er sequences where the consonantal sequence occupies a longer time slot. In
fact, Sussman and Westbury's (1981) observation of systematic differences in
the onset of 1lip rounding as a function of the identity of the preceding
unrounded vowel may be interpreted as evidence of the same carryover effect.
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Summary

These data were part of a study designed to account for conflicting re-
sults of previously reported studies by suggesting that at least some of the
apparent discrepancy arises from experimental design. Because our two Sub-
Jjects produced alveolar consonants with significant orbicularis oris activity
in both rounded and unrounded vowel environments, we were able to establish
that those gestures that were variable in their onsets on both the EMG and
movement levels were clearly tied to something that was acoustically variable
as well--namely, the onsets of consonant strings of differing durations. We
also observed separate consonant and vowel-related activity, as in the EMG re-
cords of the /iC u/ utterances, where there were almost always distinct
peaks for each. Furthermore, our EMG data may be interpreted as reflecting a
stable onset of lip rounding independent of consonant string duration, except
for the case of the shortest consonant string. And, while the tendency has
been to view all of these phenomena as reflecting only anticipatory coarticu-
lation, we believe it more likely that they represent the combined effect of
carryover and anticipatory processes.
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Footnotes

!We have limited ourselves here primarily to a consideration of anticipa-
tory phenomena. This limitation was imposed because most theoretical discus-
sions have focused on anticipatory coarticulation.

2The literature in this area contains two different indices to consocnant
string length: the number of consonant segments (e.g., Daniloff & Moll, 1968;
Lubker & Gay, 1982) and the duration of the consonant sequence (e.g.,
Bell-Berti & Harris, 1974, 1982; Engstrand, 1981). Although these two meas-
ures are related, the relationship is not isomorphic (see, for example, Table
.

*Subject TB is a speaker of educated Greater Metropolitan New York City
English. Subject CH is a speaker of educated Central Florida English.

“This result is compatible with results of other studies using subjects
known to produce the alveolar consonants /s/ and /t/ without lip rounding
(cf. Bell-Berti & Harris, 1982; Engstrand, 1981), although these studies
clearly still subscribe to the possibility that alveolar consonants have
inherently neutral lip specifications.

SThe observation of "troughs" in EMG and movement records is not new
(cf, Bell-Berti & Harris, 1974; Engstrand, 1983; Gay, 1977). The fact that a
trough is absent in movement records when the intervocalic consonant is short
may not reflect differences in gestural organization, but, rather, biomechani-
cal constraints that could influence the response characteristics of the lips.
That is, with movement being rather slow relative to EMG activity, it is hard-
ly surprising that the lips do not have time to protrude, retract, and pro-
trude again for the rounded vowel during the 75 ms /t/ closure.

SWe would note, however, that there was no consistent pattern of DC

offsets between the /iC i/ and /iC,u/ utterances, suggesting that these
differences were independent of vowel rounding.
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THE ROLES OF PHONEME FREQUENCY, SIMILARITY, AND AVAILABILITY IN THE EXPERIMEN-
TAL ELICITATION OF SPEECH ERRORS*

Andrea G, Levittt and Alice F., Healytt

Abstract. In two experiments subjects read aloud pairs of nonsense
syllables rapidly presented on a display screen or repeated the same
syllables presented auditorily. The error patterns in both experi- PR
ments showed significant asymmetry, thus lending support to explana- e
tions of the error generation process that consider certain phonemes T
to be "stronger" than others. Further error analyses revealed "‘“‘*]
substantial effects of phoneme frequency in the language and effects
of phoneme similarity, which depended on the feature system used to ]
index similarity. Phoneme availability (the requirement that an
intruding phoneme be part of the currently presented stimulus) was
also important but not essential. We argue that the experimental
elicitation of errors provides critical tests of hypotheses generat-
ed by the analysis of naturally occurring speech errors.

Recent interest in speech errors has focused largely on the evidence such
errors provide about levels of linguistic analysis and psychological models of
the speech production process. For example, Fromkin (1971), basing her analy-
sis on a corpus of naturally occurring speech errors, found evidence in sup-
port of the independence of various levels of linguistic analysis, including
both phonemes and phonetic features. On the other hand, Garrett (1980), also
basing his analysis on spontaneous-error collections, examined speech error
distributions for the constraints they provide about a model of sentence
production.

*In press, Journal of Memory and Language.
tAlso Wellesley College.
ttUniversity of Colorado.
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o The development of experimental techniques for the elicitation of speech
- errors (see, for example, Motley & Baars, 1976) provides a new source of data,
o which, when used in conjunction with the evidence from naturally occurring er-
. rors, greatly facilitates the modeling of speech error generation. As Fowler
- (1983) points out, the experimental elicitation of speech errors permits tape

recording of subjects' responses so that errors are less likely to be misheard
\ or overlooked. Furthermore, experimental elicitation provides more thorough
A tests of hypotheses generated by the analysis of spontaneous error collec-
- tions, especially when portions of the error pattern in the naturally occur-
ring corpus are based on relatively few examples, On the other hand, there is
always the danger of introducing influences in the laboratory that do not ap-
- ply in more natural settings.

218
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Shattuck-Hufnagel and Klatt (1979) analyzed collections of naturally
occurring segment substitution errors and contrasted two types of error
generation explanations. In the case of the first type of explanation, it is
assumed that same segments are "strong" whereas others are "weak." Strong
segments might be those that occur more frequently in the language, are ac-
quired earlier, are unmarked in phonological theory, or are easier to
articulate. The precise definition of segment strength is less important than

N the role strong segments play. Each segment substitution error has an intend-
ed, or target, segment source for the intruding error. The explanation
predicts that strong segments appear more often as intrusions, whereas weak
segments appear more often as targets in segmental substitution errors, A
confusion matrix of such speech errors should thus be asymmetrical. This

N asymmetry would reflect the pattern of strength versus weakness of the seg-

i ments involved.

.
.

SR

In the case of the second type of explanation, on the other hand, the
tendency of one segment (y) to substitute for another segment (x) would be
related to their degree of similarity, but substitutions of x to y and y to x
would be equally frequent, A confusion matrix of speech errors, if such er-
rors arose as predicted by this type of explanation, should thus be symmetri-
cal.

2 a'v

¢

Shattuck-Hufnag *1 and Klatt (1979) analyzed the confusion matrix generat-
ed by 1620 substitution errors. The matrix proved to be asymmetrical. Howev-
er, further analysis revealed that the asymmetry was due almost exclusively to
four consonant segments /s, 8, &, t/, such that errors of the type /s/ to /3/,
/s/ to /&/, and /t/ to /&/ were all more frequent, respectively, than /%/ to
. /s/, /& to /s8/, and /¥/ to /t/. Once this source of asymmetry was removed,
" the confusion matrix of segmental errors was no longer significantly asymmetr-
ical. However, the pattern of errors for /s, 5, &, t/, which contributed most
to the asymmetry of the matrix, could not be accounted for by stronger seg-
- ments intruding more often, since, according to Shattuck-Hufnagel and Klatt,
/8/ and /&/, for example, are less frequent and acquired later than /s/ (i.e.,
they are weaker), yet they intruded more often,

A
]

)
@ .

Shattuck-Hufnagel and Klatt proposed to account for the asymmetrical pat-
tern of their confusion matrix in terms of a palatalization mechanism., They
checked their corpus for factors that might "palatalize" the pronunciation of
a non-palatal consonant (e.g., /s/ becoming /3/), but no difference was found
between the source consonant environments in which palatalizing and
non-palatalizing errors occurred. When the vowel environments of the target
c- utterances were examined, Shattuck-Hufnagel and Klatt found that a palataliz-
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ing error occurred proportionately more often before a high vowel (e.g., /i/),
but that this difference was not statistically significant. However, their
calculations were based on a relatively small number of observations. The ef-
fect of the following vowel might indeed be reliable given a larger number of
) observations.

The authors concluded that the evidence from their data suggests that er-
rors arise during the speech production process when one of two simultaneously
available segments is mis-selected for a slot in an utterance, with the two
segments generally being equally likely to be mis-~selected. #!Fmr,r

Notice, however, that an explanation assuming that phonemes are not equal .
in strength, in particular one for which a strong segment is defined as a more 'fn;
. frequent segment in the language,' dc~s not receive a fair test in a corpus of C
§ naturally collected errors, because the prior probabilities of occurrence for
- all the segments are not equal. Imagine an explanation of the error genera-
tion process according to which segment strength is defined by segment fre-
quency and similar segments are likely to su“stitute for one another. Such an
explanation would predict that the rate that a frequent segment would be
- mispronounced given that it was intended would be lower than the rate that an " .
infrequent segment would be mispronounced given that it was intended. So, for v
example, for /s/ and /3/, similar segments that might easily be confused, with E!;urﬁj
/s/ as the stronger because it is more frequent, the rate of /s/ being Tl
mispronounced given that it was intended should be lower than the rate of /§/
being mispronounced. But the collection of naturally generated speech errors
reflects the frequency of occurrence of phonemes in English, not just the er-
ror rates given that the phonemes are intended. Thus, since /s/ is much more
frequent in the language than /3/, it will occur much more often as an intend-
ed phoneme, so that it will occur more frequently as a target than /35/, even
if its rate of occurrence as a target given that it was intended 1is 1lower.
Furthermore, /3¥/, which 1is 1likely to substitute for /s/ because it is very
similar, will appear more often as an intrusion than as a target, because of
the high prior probability or frequency of /s/ as an intended phoneme. Note
that the asymmetry arises because of the segmental similarity of /s/ and /3/
and a great discrepancy in their relative frequencies of occurrence in En-
glish. An experimental elicitation of errors using these segments in source
utterances provides a good way of avoiding the problem of unequal frequencies
of occurrence, because in the experimental situation, the intended utterances
can be assigned equal prior probabilities. If frequency contributes to seg-
ment strength and if strength is a factor in the error generation process,
then /s/ should appear more often as an intrusion and /3/ more often as a tar-
get, in the controlled experimental situation.
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Intuitively, /s/ and /%/ seem quite similar, but similarity between two
segments has not been clearly defined in the speech error context, although
several investigators (Fromkin, 1971; MacKay, 1970; Nooteboom, 1969) have dis-
cussed the role of features in the error generation process. One way of i

—a,
defining segment similarity might be on the basis of the number of shared fea- Q;hﬁifq
tures. Clearly, the choice of a particular feature system can be crucial. ™ : }ﬁ
Given a particular feature system, segments might need to share all or almost th ﬁ‘} 
all features and only differ on some single individual feature (e.g., anterior MU F )

or high) or type of feature (e.g., features for place of articulation) for er- b
rors to occur frequently. The role of segment similarity can be assessed in n
two ways: 1) Does the similarity of two segments In an utterance affect the
tendency of subjects to make errors on those segments and 2) Given that an er-
ror has occurred, how similar is the intruding phoneme to its intended target?
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23 o o
::- Another issue is whether it is necessary for the target and intruding .
o segments to be simultaneously available for a substitution error to occur that |
- involves them, 1In a very broad view, the availability of a segment as an er- i;¢~¢
- ror source should be a function of its frequency in the language. A narrower y
~ view might define segment availability such that the source of an error need e
_:{ occur within a relatively constrained portion of the intended utterance. One Eﬁf}?
o could assess this narrower view of availability experimentally by seeing nh
A whether substitutions of y for x are more likely to occur when y is part of r}}“1:
W the stimulus, f&i&&:

- Finally, it may be that Shattuck-Hufnagel and Klatt's observed asymmetry
f_ involving /s, &, &, t/ does reflect a palatalizing mechanism but there were
A insufficient observations in the environment of high vowels or palatal conso-
o nants, Again, the experimental situation permits a direct test of this hy-
= pothesis,

- The bvasic technique for the experimental elicitation of speech errors in-

: volves what Baars (1980) calls the "competing plans framework." Essentially,
the subject is given two alternative plans for the production of an utterance
" and is required to make a rapid response. For example, the subject might see
- the series of word pairs "give book, go back, get boot, bad goof" flashed
rapidly on a screen., Notice that the fourth word pair, the test pair, "bad
. goof" involves a reversal of the initial consonant pattern found in the first
three pairs, the bias pairs. After the test pair, at the sound of a buzzer,
the subject would be expected to say the now-occluded final pair as quickly as
v possible. Under these conditions, a number of subjects will produce a speech
B error and may even spoonerize the test pair, reversing the initial consonants,

and say "gad boof" instead.

. We adapted this basic technique for the purposes of our study. Since
e previous work (Baars, Motley, & MacKay, 1975) has shown that there is output
- monitoring for the lexical status of spoonerized words (e.g., that "gad boof,"
o which contains two non-lexical items, will occur less often as an error for
"bad goof" than "darn bore," which contains two lexical items, will occur as
an error for "barn door" in a similar -sequence), we chose pairs of nonsense CV
syllables as stimuli.? 1In pilot work, we found that subjects tended to make a
greater number of errors when they were asked to pronounce both the bias and
5 test items than when they pronounced only the test items. Hence, we required
subjects to pronounce all of the items flashed before them on a screen.?® Fur-
thermore, pilot work indicated that when the bias pairs had a consistent vowel
pattern (e.g., compare the bias series "right lean, ripe leap, ride leak"™ with
the one given above), more errors tended to occur than when the vowel pattern
. was Inconsistent (see also Dell, 1984). Thus, we restricted our bias pairs to
those with consistent vowel patterns, We created our CV stimuli from the four
consonants in Shattuck-Hufnagel and Klatt's data base that had been responsi-
ble for the initial asymmetry /s, %, %, t/, plus the additional consonant
phoneme /0/, The addition of 70/ allowed us to test whether similarity, de-

S

:} fined as a single feature difference, depends on a specific feature, since the
" consonants in the pairs /s, &/ and /0, t/ differ on the single feature
" continuant, according to Chomsky and Halle (1968), whereas the consonants in
< the pair /s, O/ differ on the single feature strident., The consonant /0/ also
provides another relatively infrequent, but non-palatal phoneme to test
L; against the infrequent palatal set /3, &/. We chose the vowels /7a, i, u/ for
1 the test set, 80 as to be able to assess whether vowel height, high /i, u/
1 versus low /a/, or vowel height and frontness, front high /i/ versus /a, u/,
'? might be the possible source of palatalizing errors,
3
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Experiment 1

In Experiment 1, pairs of CV nonsense stimuli were presented visually,
and subjects were asked to read all presented items as rapidly as possible.

Method

Materials, Using the set of consonant phonemes /s, %, %, t, 6/, written
as s, sh, ch, t, and th, respectively, and the set of vowels /a, i, u/, we
constructed pairs of CV nonsense syllables. Since we eliminated pairs with
matched consonants (e.g., ta ti) as well as those with matched vowels (e.g.,
sa ta), there were twenty possible consonant permutations and six possible
- vowel permutations for a total of 120 test stimuli. A set of 120 filler pairs
of CV nonsense syllables was analogously constructed using another set of con-
sonants /r, 1, b, v, m/ and the same set of vowels /a, i, u/.

Design. Each of the 120 test stimuli was preceded by three identical
bias pairs of nonsense syllables that were constructed analogously to the test
CV pair set and in which the order of the vowels was preserved but that of the
: consonants was switched. For example, for the test stimulus su ti, the
> presentation order was tu si, tu si, tu si, su ti. In order to prevent sub-
> Jects from anticipating a switch after three identical CV nonsense pairs, 30
of the test CV nonsense syllables were also presented as distractors in groups
of four (e.g., tu si, tu si, tu si, tu si), 30 in groups of three, 30 in
pairs, and 30 singly. The 120 filler CV nonsense pairs also served to divert
subjects' attention from the test stimuli consonants and pattern of presenta-
tion. Thirty of the filler CV nonsense syllables were presented in groups of
four, 30 in groups of three, 30 in groups of two, and 30 singly. For half the
trials with the filler syllables, the last item preserved the consonant order
(e.g., ra 1li, ra 1li, ra li, ra li) and for half the trials the last item re-
versed the consonant order (e.g., ra li, ra 1i, ra 1i, la ri). The presenta-
tion of the test stimuli, distractors, and filler sequences was in pseudoran-
dom order with the constraint that there were four test sequences, four filler
sequences, and four distractor sequences in every block of twelve sequences.
. There was a total of 1080 pairs of CV nonsense syllables presented to sub-
Jjects.

Prll
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.- Subjects. Thirteen men and women participated in the experiment. Four
were volunteers from the Haskins Laboratories staff (who were relatively
knowledgeable phonetically), and nine were Yale University undergraduates
receiving course credit for their participation., (Five additional subjects
[one volunteer and four students] were tested, but their data were not ana-
X lyzed because they failed to read a substantial number of the syllable pairs,
¥ and it was often not possible to determine what syllable pair they were
responding to when they did utter something.)

Apparatus and procedure, The pairs of CV nonsense syllables were
projected under program control onto the self-refreshing screen of a Decgraph-
ic 11 GT-40 computer terminal hooked up to a PDP 11/u45 computer at the rate of
. two syllable pairs a second. Subjects were asked to pronounce each syllable
3 pair aloud as accurately as possible. During this task, subjects listened to
white noise presented over Grason-Stadler TDH 39-300Z headphones in order to
. encourage them to speak up as loudly as possible and to minimize their ability
to monitor their own utterances. Subjects' responses to the stimuli were
recorded via a Sony F-27S microphone onto a Sony cassette tape recorder model
TC-110B for later analysis.
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Subjects were told that the nonsense syllables they would see would be
composed of three vowel sounds, spelled as i, a, and u. They were instructed
to pronounce the letter i as /i/ as in the word eat, the letter a as /a/ as in
the word father, and the letter u as /u/ as in the word boot. They were also
told to pronounce the letter pair th as in the word think, sh as in shoe, and
ch as in church. Subjects were then shown CV nonsense syllable pairs
typewritten on a sheet of paper and asked to read them aloud. Their

pronunciation was checked, and if they did not pronounce the letters as L
instructed, they were asked to do so. There were 29 CV nonsense pairs from ;;“*
the filler set presented first to subjects as practice with the computer appa- v
ratus. o
Results

Subjects' responses to all 1080 CV stimulus pairs were transcribed by one
listener and then checked by another. Across the 13 subjects, there were 185
disagreements (1.3%), which were resolved by relistening to the disputed pairs

- ——— - - — T " - ——— - - — - - -

Table 1

Feature Differences Separating Consonants in a Pair and Error Frequencies for
Test Stimuli in Experiment 1 as a Function of Consonant Pair and Vowel Pair

Feature ==
Differences Vowel Pair A
1 C&H B&G Consonant Pair ai ia au wua ul iu Total :I?Z‘tﬁ
. .‘.},\ SN
- 1 1 sh - ch 7 7 3 9 8 5 39 AN
ch = sh 7 5 4 8 6 7 37
F 1 3 t - th 3 3 2 1 3 0 12
- th - t 2 y 2 2 3 1 1
- 1 1 s = th 3 2 1 2 2 1 1
th - s 3 3 5 Y 3 7 25
2 1 s - sh 1 2 6 2 3 1 15
. sh - s 3 4 5 8 8 7 35
2 2 t - s 4 2 3 1 1 3 14
s -t 2 3 1 4 0 0 10
3 1 sh - th 6 5 3 5 2 7 28
.- th - sh 8 ] 2 y 6 10 34
. 3 2 t - ch 1 2 4 3 2 2 14
X ch - t 2 3 5 2 ] 2 18
3 2 s - c¢h 2 0 7 3 3 3 18
N ch - s 3 6 3 Y 1 2 19
N 4 3 t - sh 3 2 i 2 1 y 16
r. sh - t 3 5 0 7 y 1 20
N 4 2 ch - th 2 5 y y 3 y 22
th = ch 5 2 5 6 5 5 28 »
; TOTAL 70 69 69 81 68 72 429 s
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until a consensus was reached. A response was scored as an error if the pair
deviated in any way from the stimulus; thus, null responses were scored as er-
rors, The results for the 120 test stimuli are summarized in Table 1 in terms
of error frequencies as a function of consonant pair and vowel pair.

As is clear from Table 1, the vowel pairs did not have consistent effects
on error rates. An analysis of variance was conducted on the error data
summed across vowel pairs in order to determine the significant effects due to
consonant pairs. Two factors were included in the analysis, one for the ten
different combinations of consonants, and the second to assess the effect of
consonant frequency on error rates, such that the first permutation of the
consocnant pair had the more frequent of the two consonants preceding the less
frequent consonant (with frequency determined by Dewey, 1923), and the second
permutation had the less frequent consonant preceding the more frequent one,
as revealed 1in the ordering of Table 1. Both main effects were significant,
The consonant pairs were significantly different from one another,
F(9,108)=6.89, p<.0001, and consonant pairs for which the less frequent conso-
nant preceded the more frequent consonant had a significantly greater number
of errors, F(1,12)=5.76, p=.0335. The interaction of consonant pairs and fre-
quency was not significant, F(9,108)=1.50, p=.1560.

Feature analysis 1. A further analysis was performed on the same data in
order to test the hypothesis that the number of feature differences between
each consonant in a target pair was crucial in determining the error rate.
Since there are a variety of competing feature analyses and since the choice
of a single feature system could bias our results, we chose to contrast two
phonetic feature systems: the well-known system devised by Chomsky and Halle
(1968), henceforth C & H, and another one derived from a corpus of speech er-
rors in English and German by van den Broecke and Goldstein (1980), henceforth
B & G. First, the consonant pairs were divided into four feature difference
classes according to C & H (see Table 1), and errors were averaged across con-
sonant pairs in each class. The main effect of feature difference class was
not significant, F(3,36)=1.09, p=.3672. Furthermore, the error rate did not
monotonically increase or decrease with the number of feature differences, and
the error rate for the consonant pair sh-ch differed greatly from that for
th-t, though both consonant pairs differ on the same single feature,

Next, the consonants were divided into three feature difference c¢lasses
according to B & G (see Table 1). With this feature set, the main effect of
feature difference class was significant, F(2,24)=14,22, p=.0002. The mean
number of errors per subject for consonant pairs differing on one feature was
2.2, on two features, 1.4, and on three features, 1.2.

Substitution errors. A separate analysis was made of substitution er-
rors, 1in which the correct consonant in a syllable of a test stimulus was re-
placed by another consonant in the stimulus set. The resulting confusion ma-
trix is presented in Table 2.

In order to determine whether the relative frequency with which each con-
sonant segment intrudes is the same as the frequency with which it appears as
a target, we computed a x statistic camparing the two distributions and found
that they were in fact significantly different from one another, x (4)=69.1,
p<.01. One striking discrepancy between the previous study by  Shat-
tuck-Hufnagel and Klatt (1980) and ours concerns the asymmetrical pattern of
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\\,
o Table 2 £t
- Substitution Errors in Experiment 1 as a Function of Target Consonant and
. Intrusion Consonant
N Target
- Intrusion T S SH CH TH TOTAL
N T - 10 6 5 27 48
S 6 == 54 6 10 76
SH 4 28 - 49 5 86
CH 6 6 26 -~ 18 56
i TH 5 5 10 9 == 29
. TOTAL 21 49 96 69 60 295

e s - Y — - — " —— - - - —— -

substitutions involving sh and 8. In the earlier study, there were more re-
- placements of s by sh than vice versa, whereas the opposite was found in the
ﬁ} present study. This discrepancy may be attributable in part to visual fac-
’ tors.  Perhaps, consonant segments that contain the same letters (sh/s and
th/t) are particularly likely to be confused, especially in the direction of
" letter deletion. An analysis that eliminates such confusions, by combining
the sh and s segments and the th and t segments, yields a marginally signif-
- fcant difference between the target and intrusion distributions, x (2) = 4.8,
p<.10.

Frequency analysis, To determine whether the incidence of errors for
each target consonant phoneme is related to the log frequency of that segment
in English, we computed a Pearson Product-Moment correlation coefficient
relating the frequency with which each of the five consonants occurred as a
target to its log frequency in English (Dewey, 1923). As expected according
to the strength explanation, there was a negative correlation, although it did
not reach standard levels of statistical significance, r(3)=-.696, p>.10. A
significant negative correlation was found when the frequency analysis of
.- Shattuck-Hufnagel and Klatt (1979) was used instead of that of Dewey (1923),
:} r(3)=-.887, p<.05. This new frequency analysis, henceforth the content count,
- was derived from the speech sample of Carterette and Jones (1974) and includes
- only content words, not function words or common bound morphemes."“

I TN
N
AR AP

A A similar analysis was conducted to compare intrusion frequency and 1log
frequency in the language. The correlations in this case were not significant
for the Dewey (1923) count, r(3)=.284, p>.10, nor for the content count,
r{(3)=-.054, p>.10.

- l‘. ¢
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In view of the high correlations for target frequency and despite the low
correlations for intrusion frequency, frequency in the language in addition to
visual confusions may be a source of the asymmetry in intrusions noted earli-
er, In order to test this hypothesis, for the ten consonant pairs (e.g.,
ch~t), we compared how often the more frequent phoneme intruded for the less
frequent phoneme (t for ch) rather than vice versa (ch for t). For one test
we used the Dewey count, which yielded a significant difference, t(9)=2.41,
p<.05, and for a second test we used the more recent content count, which was
not significant t(9)<1., By both counts, the more frequent phoneme in the pair
intruded more often on the average than did the less frequent phoneme, in ac-
cord with a strength explanation of speech errors.

AR

ateie s,

L ot B ‘.".' MR ., Cad - ) - - a e - - SEN
( v o .'J’-.f T N e A T A Y A e e N AR R ST A Iy Y,
- i YRR RIS STV L ol R T IR AN AN 41 1 1y Y s Y

. )

L

«
'
o




,
4
L
! Levitt & Healy: The Roles of Phoneme Frequency, Similarity, and Availability
‘\

Feature analysis 2. A second feature analysis was performed on the
substitution data to see whether more substitutions of y for x occur when x
and y differ by a single phonetic feature than when they differ by more, For
the C & H features, the mean number of substitution errors involving a change
of one feature was 20, of two features 24, of three features 6, and of four
features 9. Clearly though one- and two-feature changes are more frequent
than three- and four-feature changes, there is not a monotonic decrease in the
number of substitution errors as the number of feature changes increases, In-
deed, sh-ch and th-t, which differ on the same single feature according to C &
H, show mean substitution rates of 38 and 16, respectively. Furthermore,
there are complementary asymmetries in the substitution rates for these two
pairs (see Table 2) such that the feature change to [+ continuant] involves
fewer errors for the pair t-th but more errors for the pair ch-sh.

AT
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For the B & G features, the mean number of substitution errors involving
a change of one feature was 23, of two features, 8, and of three features, 10,
Although there is not a perfect monotonic decrease in the number of substitu~
tion errors as the number of feature changes increases, it is clear that the
single feature substitution errors are most frequent,
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Availability analysis. A further analysis was performed on the substitu-
tion errors to assess the role of segment availability. We determined the

number of times a substitution error of y for x occurred in the environment of DA
y (i.e., how often did the intrusion phoneme /t/ occur for the target phoneme i:i:f:§
/8/ when the test consonant pair was t-s or s-t). By comparing that number to Q};?}x;
the overall number of y for x substitutions, we determined the percentage of :{{i{i &
times that a substitution occurred when the error was part of the intended oAl

utterance (see Table 3). For substitution errors of y for x, y was part of iL
the intended utterance 47.5% of the time., Since x was paired with phonemes .fnf:EE
other than y three times as often as it was paired with y, the appropriate AT\
chance percentage is 25%. Hence, segment availability in the stimulus does F 3yb%ti
seem to influence error rate, However, it clearly is not necessary for the .pnhc}f
intruding phoneme to be part of the intended utterance, since the majority of *7 e

the substitutions of y for x occur when y is not part of the intended utter- g
ance, defined narrowly here as the test CV nonsense syllable pair. ?f?*xét
I .:-,:a.-‘..'
Furthermore, phoneme frequency seems to influence the importance of avai- ;ﬁfbiif
lability. When the direction of the substitution error involves a change from RS
a relatively more frequent /strong or +) to a relatively less frequent (weak SEEe

. or -) phoneme (see Table 3), then it is more important that the infrequent

. segment he available, than when the direction of the substitution involves a .nl};u
5 change from a relatively weak to a relatively strong phoneme. Thus, by the p}{t{:\
f lewey _—ount of phoneme frequency, when a change involves strong (+) to weak e WY
: i{~), the weak segment is available 58.1% of the time, whereas when the change K5\d??
}‘ involves weak (=) to strong (+), the strong segment is available only 41.6% of Y \ﬁ

the time, 1t(9)=3.19, p<.05. The same pattern obtains with the content count g
(53.8% from strong (+) to weak (-), 42.3% from weak (-) to strong (+)), al- h

W

- Ul
Fﬁ though the latter set of differences is not significant, t(9)<1. g:1z§;;
-t V% - ‘\
t:: On the other hand, the availability of the intruding phoneme did not vary 5a2 Tord
- regularly with the rnumber of feature differences separating each consonant ’5fﬁ?gv

) pair. By the C & H feature set, the intruding phoneme was available 42.6% of QS--F
?< the time when there was a single feature difference between the consonants in AN
a a pair, 41,.8% of the time when there were two feature differences, 55.3% of L EOk O
s the time when there were three feature differences, and 70.3% of the time when et N
F: there were four feature differences., Although this pattern suggests the :figﬁj
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Table 3

Relative Frequency of Target Phoneme (x) and Intruding Phoneme (y) and
Percentage of Errors of the Type x Changes to y When y Was Available in the
Stimulus in Experiment 1

Target Intruding Relative lreq. Number of x to y Errors
Phoneme Phoneme Dewey Content y available Total 7
X y X y X Yy
sh ch + - -+ 13 26 50.0
ch sh -+ + 24 49 49.0
t th + - + - 2 5 40.0
th t - 4+ -+ 5 27 18.5
s th + - + - 3 5 60.0
th s - 4+ -+ 5 10 50.0
s sh + + - 15 28 53.6
sh s -+ -+ 16 54 29.6
t s + - + - 4 6 66.7
s t -+ -+ 6 10 60.0
sh th + - - o+ 8 10 80.0
th sh - + - 3 5 60.0
t ch + - + - 2 6 33.3
ch t - 4+ -+ 2 5 40.0
s ch + - + - 3 6 50.0
ch s - o+ -+ 3 6 50.0
t sh + - + - y y 100.0
sh t -+ -+ y 6 66.7
ch th + - -+ 7 9 77.8
th ch - 4+ + - 1 18 61.1
TOTAL 140 295 47.5

- D - ———— —————— - ——— . " " " - W . - - -

possibility that it is more important that the intruding phoneme be available
when consonant pairs differ by three or more features, it is not confirmed in
the pattern of availability for the B & G features., In that case, the intrud-
ing phoneme was available 46.5% of the time when the consonants in a pair dif-
fered on a single feature, 57.6% of the time when they differed on two fea-
tures, but only 35.7% of the time when the consonants differed on three fea-
tures,

Discussion

The results of Experiment 1 show that the likelihood of an error occur-
ring for a given segment in a test pair depends in part on the relative fre-
quency in English of the individual segments in the pair, Thus, the matrix
generated by the substitution errors showed significant asymmetry. There was
a high negative correlation between the frequency of an error occurring for a
target segment and its log frequency of occurrence in English as well as evi-
dence that a more frequent segment is more likely to intrude for a less fre-
quent segment than vice versa.
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Segment similarity clearly influences the generation of speech errors,
although the pattern of errors and substitutions is more interpretable when
segment similarity is based on the B & G rather than the C & H feature set,

Finally, availability of the source segment along with the target segment
within the intended utterance, although important, does not seem to be a nec~
essary factor, but its role increases when the intended segment is higher in
frequency than the one that replaces it,

In order to assure that the results of Experiment 1, in which the stimuli
were visually presented, were not an artifact of the visual modality, we
redesigned our materials for auditory presentation in Experiment 2.

PR T )

Experiment 2 -tlf»iﬁ

Tongue twisters (e.g., "she sells sea shells") often result from SO
conflicting vowel and consonant patterns, For example, there is an ABBA
(/8/-/s/-/3/~/8/) consonant pattern and an ABAB (/i/~/e/-/i/-/¢/) vowel pat-
tern in the well-known tongue twister cited above. Our CV nonsense test syll-
ables were presented auditorily to subjects in this tongue twister format,
four syllables at a time, such that the consonant pattern of presentation was
ABBA and the vowel pattern ABAB, and subjects were asked to repeat the se-
quence of four syllables as quickly and as accurately as possible,

Method

Stimuli. The test consonant phonemes /s, %, ¥, t, o/ and vowels /a, 1,
u/ of Experiment 1 were used in Experiment 2. Each of the possible CV non-
sense pairs (eliminating all identical consonant and identical vowel possibil-
ities) was joined with a CV nonsense pair in which the order of the c¢ asonants

changed but the vowels remained the same (e.g., sa tu ta §E)- There was a to- :;:¢},y’
tal of 120 such four-syllable stimuli. Each of the original 15 syllables (5 St

o~
¢
i
.
’
-
>

consonants x 3 vowels) was recorded by one of the investigators (AGL), digi-
tized at 20 kH and stored on tape. All of the four-syllable nonsense CV sti~-
muli were thus produced from the same original 15 syllables. There were 300
ms between syllables in a four-syllable string and a 5 s ISI between stimuli,
There were no distractor or filler sequences,

Design. The stimuli were presented in pseudorandom order in six blocks -
of 20 each with the following constraints: No consonant occurred on two v

*. AlE
successive trials, each of the 20 consonant pairs occurred once in each block, . ;..p:
and each vowel pair occurred once with each consonant pair in the test and ei- ilik{}i&
ther 3 (4 pairs) or 4 (2 pairs) times per 20-trial block. :\pig{gf

ey

Sub jects. Eighteen men and women from the University of Colorado
participated in the experiment and received course credit in an introductory

psychology class, N :}t\}‘
:\ \:\\‘ ~ Y

Apparatus and procedure. The stimuli were transmitted to the subject g&hutnqv
binaurally through a pair of Telephonics earphones (Model TDH-39). The stimu- }\:} AN
. e

lus tape was played with a TEAC A-3300S tape recorder at a comfortable listen-
ing level, The subjects spoke into a Superscope Model EC-1 condenser micro-
phone that was attached to an optisonics Sound-O-Matic II cassette tape
recorder,
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The subjects were told that they would hear a series of four-syllable se-
quences, They were instructed that the four syllables in each sequence would
all be composed of a consonant sound followed by a vowel sound and that the
consonants would always be presented in an ABBA pattern, and the vowels would
always be in an ABAB pattern. They were given as an example the four-syllable
sequence ta-si-sa-ti, which has a t-s-s-t (or ABBA) consonant pattern and an
a-i-a-i (or ABAB) vowel pattern. The subJects were further told that there
were only five different initial consonants (s as in sigh; t as in tie; th as
in thigh; sh as in shy; and ch as in child) and only three different vowels
(/a/ as in cot; /i/ as in eat; and /u/ as in boot).

The subjects' task was to repeat aloud into the microphone each
four-syllable sequence they heard as quickly as possible without making er-
rors. They were told to try to say all four syllables and guess if necessary.
They were instructed not to worry if they made a mistake or had trouble re-
peating a sequence but to listen carefully for the sequence following the one
they missed and to try and keep up with the tape. The subjects were then giv-
en three practice trials spoken by the experimenter (sa-ti-ta-si;
chu-tha-thu~cha; shi-su-si-shu). - T

Subjects' responses to all 120 test stimulus quadruples were transcribed
by one listener and then checked by another. Across the 18 subjects, there
were 340 discrepancies (3.9%), which were resolved by a third listener, How-
ever, since a great number of these disagreements involved confusions of /0/
and /f/ and since /f/ was not a possible stimulus, all responses of /f/ were
replaced by /@/ (there were 718 /f/ responses [8.3%] that were replaced in
this way). Each syllable was scored separately and was determined to be an
error if it deviated in any way from the stimulus, The results for the 120
test stimuli are summarized in Table 4 in terms of error frequencies as a
function of consonant pair (ABBA) and vowel pair (ABAB).

As in Experiment 1, the vowel pairs did not have consistent effects on
error rates, An analysis of variance was conducted on the error data summed
across vowel pairs to assess the effects due to consonant pairs. The conso-
nant pairs differed signifi.antly from one another, F(9,153)=14.17, p<.0001,
and the quadruples for which the less frequent sound was heard first had sig-
nificantly more errors, F(1,17)=15.92, p=.0009.

Feature analysis 1. As for Experiment 1, the consonant pairs were first
divided into four feature-difference classes by the C & H feature system (see
Table 4), and errors were averaged across consonant pairs in each class. The
main effect of feature-difference class was marginally significant,
F(3,51)=2.59, p=.0632, but the error rate again did not monotonically increase
or decrease with the number of feature differences.

Next, the consonant pairs were divided into three feature difference
classes by the B & G feature system (see Table 4)., The main effect of feature
difference class was significant, F(2,34)=16.24, p<.0001. The mean number of
errors per subject for consonant pairs differing on one feature was 11.2, on
two features, 9.2, and on three features, 8.1.
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Table U4
Feature Differences Separating Consonants in a Pair and Error Frequencies in
Experiment 2 as a Function of Consonant Pair (ABBA) and Vowel Pair (ABAB)

Feature
Differences Vowel Pair
C&H B&G Consonant Pair ai ia au ua ui iu Total
1 1 sh ~ ¢ch Y2 40 32 39 36 40 229
ch ~ sh 3N 45 39 37 51 43 246
] 3 t - th 21 16 17 24 17 20 115
th ~ t 17 27 26 35 17 18 140
1 1 s =~ th 22 24 21 15 27 23 132
th ~ s 14 32 20 27 12 32 137
2 1 s -~ sh 41 41 36 45 31 30 224
sh - s 37 45 42 39 42 43 2u8
2 2 t ~s 18 32 13 23 27 35 148
s ~t 24 23 24 16 28 18 133
3 1 sh ~ th 36 27 31 31 38 27 190
th - sh 43 29 19 37 u7 33 208
3 2 t ~ch 34 27 21 18 20 32 152
ch ~ t 33 28 34 34 29 40 198
3 2 s =~ ¢ch 29 25 32 31 21 33 171
ch ~ s 20 37 21 30 37 39 184
4 3 t = sh 29 17 40 30 22 24 162
sh ~ t 23 32 29 25 27 27 163
4 2 ch - th 20 23 24 33 23 29 152
th - ch 20 31 23 31 39 42 186
TOTAL 554 601 - 54y 600 591 628 3518
Table 5

Substitution Errors in Experiment 2 as a Function of Target Consonant and

Intrusion Consonant }tf“
Target -
Intrusion T s SH CH TH TOTAL RS
T -~ 132 135 259 150 676 g
S 95 - 289 143 188 715 o
SH 63 171 -—= 112 69 815
CH 166 162 312 - 126 766
TH 131 151 144 134 ——- 560
TOTAL us5 616 880 648 533 3132
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Substitution errors. As in Experiment 1, a separate analysis was made of
the substitution errors in which the correct consonant sound was replaced by
another consonant in the stimulus set (see Table 5). To evaluate the extent
to which the relative frequency that each consonant segment intruded corre-
sponds to the frequency that it appeared as a target, we computed a y statis-
tic comparing the two distributions and found that they were in fact signif-
icantly different fram each other, y (4)=391.8, p<.01, as in Experiment 1,
Also in agreement with Experiment 1, but unlike the study by Shattuck-Hufnagel
and Klatt (1980), we found more replacements of sh by s than vice versa.
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Frequency analysis. As for Experiment 1, we computed two sets of corre-
lation coefficients to determine the relation between the log frequency in the
language of a given consonant segment and its frequency of occurrence as a
- target or intrusion. For targets, the correlations were negative, as expect-
- ed, but nonsignificant for both the Dewey, r(3)=-.352, p>.10, and the content
. count, r(3)=-.658, p>.10. For intrusions, the correlations were positive but
i not significant, for Dewey, r(3)=.331, p>.10, and for the content count,
- r(3)=.505, p>.10. To evaluate whether frequency in the language may account
for the asymmetry in intrusion errors, we compared how often the more frequent
phoneme in a pair intruded for the less frequent phoneme rather than vice ver-

b sa. The more frequent phoneme intruded more often on the average for both
ii counts. This difference was significant by the content count, t(9)=3.20,
.- p<.05, but not by the Dewey count, t(9)<1.

- Feature analysis 2. For the C & H features, the mean number of substitu-
tion errors involving a change of one feature was 174, of two features 172, of
: three features 157, and of four features 114, Although substitution errors
I monotonically decreased as feature differences increased, again, sh-ch and
2 th-t, which differ on the same single feature according to C & H, show mean
e substitution rates of 212 and 140, respectively,

For the B & G features, the mean number of substitution errors involving
a change of one feature was 180, of two features, 152, and of three features,
. 120. Again, there is a monotonic decrease as the number of feature differ-
- ences increases,

< Availability analysis. For substitutions of y for x, y was part of the
s . intended utterance u41.6% of the time (see Table 6), a percentage which is
substantially higher than that expected on the basis of chance alone (25%).

Phoneme frequency again appears to have an effect on the importance of

Z{ availability. When the direction of substitution goes from a strong (+) to a
g- weak (-) segment, the weak segment is available 47.9% of the time by the con-
N tent count, and when the direction of substitution goes from a weak segment
v (-) to a strong segment (+), the strong segment is available 37.3% of the time
! by the content count, t(9)=2.93, p<.05. The same pattern obtains with the
:1 Dewey count (U42,1% from strong (+) to weak (=), 41.0% from weak (-) to strong

(+)), although the latter set of differences was not significant, t(9)<1,

» We found only a slight trend indicating that the intruding phoneme 1is
v less available when consonant pairs differ by a single feature than when they
! differ by more features for either feature set. For C & H, the intruding
" phoneme was available 37.9% of the time when there was a single feature
difference between the consonants in a pair, 45.7% of the time when there were
two feature differences, 42.2% of the time when there were three feature
E: differences, and U42.4% of the time when there were four feature differences,.
. 48
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Table 6

Relative Frequency of Target Phoneme (x) and Intruding Phoneme (y) and
Percentage of Errors of the Type x Changes to y When y Was Available
in the Stimulus in Experiment 2

Target Intruding Relative Freq. Number of x to y Errors

Phoneme Phoneme Dewey Content y available Total %

X y X y X y -
sh ch + - -+ 107 312 34.3
ch sh - + + - 55 112 49 .1
t th + - + - 47 131 35.9
th t -+ -+ 67 150 uy . 7
s th + - + - 47 151 31
th s - + -+ 73 188 38 .8
S sh + - + - 96 171 56.1
sh s - + -+ 112 289 38.8
t S + - + - 48 95 50.5
s t - + -+ 58 132 43.9
sh th + - -+ 52 144 36.1
th sh -+ + - by 69 63.8
t ch + - + - 88 166 53.0
ch t - + -+ 92 259 35.5
S ch + - + - 72 162 4y,
ch s - + -+ 50 143 35.0
t sh + - + - 40 63 63.5
sh t - + - 4+ 47 135 34.8
ch th + - -+ 47 134 35.1
th ch - + + - . 60 126 47.6
TOTAL 1302 3132 41.6

For B & G, the intruding phoneme was available 40.8% of the time when there
was a single feature difference between the consonants in a pair, 42.3% of the
time when there were two feature differences and 42.0% of the time when there
were three feature differences,

General Discussion

- Comparison of Experiments 1 and 2. In Experiment 1 we considered the
. possibility that visual confusions contributed to the error pattern in that
experiment, Experiment 2 provides an important control, since the stimuli 1in
Experiment 2 were presented auditorily, Once we had corrected in Experiment 2
for the common auditory confusion of /f/ and /0/, we found that the results of
the two experiments were very similar. In fact, the Pearson Product-Moment
correlation coefficient comparing the target phoneme frequencies in Experi-
ments 1 and 2 showed a significant correlation, 5(3)=.915, p<.05. When the
intrusion phoneme frequencies of the two experiments were compared, we found a
nonsignificant negative correlation, r(3)=-.250, p>.10. Although the exact
patterns of intrusions for the two experiments did not correspond, the t tests
reported earlier did show an effect of phoneme frequency on intrusions for
both experiments, The error frequencies for the twenty consonant pairs them-
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selves were also highly correlated in the two experiments. Recall that the
test stimuli in Experiment 1 were CV nonsense pairs (e.g., ta si) and in
Experiment 2 they were CV nonsense quadruples (e.g., ta si sa ti). Thus error
frequencies for the stimuli in Experiment 1 were comparea_sEEaFEtely for the
first two and the second two syllables in Experiment 2. When the number of
errors for each CV pair in Experiment 1 was compared with the number of errors

for the first two syllables of the CV nonsense quadruple in Experiment 2, the

- -
;

»

T
A
A

’
e

:u resulting correlation was statistically significant, r(18)=.772, p<.01. When

1 the error frequencies of Experiment 1 were compared with those of the second
" two syllables of the CV nonsense quadruples of Experiment 2, the correlation
tf, was again statistically significant, r(18)=.539, p<.05. Finally, the error
ho frequencies for the first two and the second two syllables of the CV nonsense
P quadruples in Experiment 2 were compared and again the correlation was signif-
¥

icant, r(18)=.772, p<.01. Though visual confusions may have had a small ef-
fect on the error pattern of Experiment 1 and auditory confusions (most clear-
ly those involving /f/ and /0/) did occur in Experiment 2, the patterns of er-
rors in the two experiments are clearly very similar. These patterns point to
the importance of phoneme frequency in the error generation process.

) o r!\'.-
. BRSO e et
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The role of phoneme frequency. We can see two ways in which phoneme fre-
quency y had an effect on our results. In the first place, when we examined our
data for errors of any type, we found in both experiments that consonant pair
stimuli in which the first consonant was less frequent than the second (e.g.,
ch-t) tended to produce more errors than consonant pair stimuli in which the
first consonant was more frequent (e.g., t-ch).

In the second place, when we examined substitution errors restricted to
the test consonant set, we found that phoneme frequency in English showed a
negative correlation with target frequencies. We also found, when we looked
at the ten consonant combinations, that the more frequent phoneme of the pair
was more likely to intrude as an error for the other member than vice versa.
These findings lend support to an explanation of the error generation process
in which phoneme strength is determined by phoneme frequency. Thus we find a
negative correlation between target phoneme frequency and frequency of
occurrence in English because more frequent or stronger phonemes are less
likely to function as targets or mispronounced segments. On the other hand,
more frequent or stronger phonemes are somewhat more 1likely to function as
intrusions.

These effects of frequency emerge in the experimental elicitation of er-
rors because we were able to control the prior probabilities of occurrence of
the individual phonemes, With equal prior probabilities, we find an asymmetr-
ical pattern of substitution errors. However, the asymmetrical pattern that
emerges from our data is different from the one found initially by Shat-
tuck~-Hufnagel and Klatt: We find no evidence for a palatalizing mechanism,
since we find more non-palatalizing (e.g., sh to s) than palatalizing (e.g., 8
to sh) substitution errors in both experiments.

There is always the danger in an experimental situation that some factor
that does not operate in the spontaneous error generation process was intro-
duced. We used nonsense syllables as stimuli rather than English words, in
order to eliminate effects of lexical frequency and lexical bias in the error
generation process, but nonsense syllables may behave differently than English
words., For example, 1in an experiment designed to elicit speech errors, in
which she had subjects read or recall tongue twisters, Shattuck-Hufnagel
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(1982) found a differential pattern of errors in the recall condition when she
compared CVC nonsense syllables, CVC English words, CVC nonsense syllables
embedded in short phrases, and CVC English words embedded in short phrases.
Only the CVC English words embedded in short phrases showed a higher
percentage of word-initial errors (as is found in naturally occurring speech
errors), whereas all the other eliciting sets showed a higher percentage of
word-final errors. However, this result was obtained largely through a reduc-
tion in the number of word-final errors in the CVC English words embedded in
phras~s as compared to the other conditions. Furthermore, since we used only
\ CV syiiables in our study, and we found very few vowel errors, our errors were
o almost entirely 1in word-initial position. Thus, "= believe that the differ-
; ences between our findings and those of Shattuck-Hufnagel and Klatt (1980) are
due largely to the differences in prior probabilities of the phoneme targets
and are not due to factors introduced by our experimental method or use of
nonsense syllables.

In our view, phoneme strength is a function of phoneme frequency rather
than ease of articulation, age of acquisition, or status in phonological theo-
ry of the phoneme in question. With respect to articulation, in comparing /s/
and /3/, Borden and Harris (1980) point out that "a wide range of openings be-
yond those for /s/ result in /3/ type sounds" (p. 121). So we see that arti-
culation of the phoneme /s/ is more precise and therefore presumably more dif-
ficult (see also Anderson, 1942). In contrast, there are claims in the
literature (e.g., Lester & Skousen, 1974) that /s/ is acquired earlier than
/8/. Closer examination of the data reveals that children often produce an
/s8/-1like fricative phoneme or stop where the adult model has an /s/ (Ferguson,
1978; Moskowitz, 1973) before they produce a phoneme for words in which the
adult model has an /5/, probably because of the higher frequency of /s/. How-
ever, that correct articulation of /s/ is often acquired rather late is clear
from reports of speech therapists (Anderson, 1942; Berry & Eisenson, 1947) and
others (Ingram, Christensen, Veach, & Webster, 1980; Sander, 1972; Velleman,
1983) who attest to its difficulty. Finally, although in phonological marked-
ness theory, as outlined by Chomsky and Halle (1968), /s/ is less marked than
/8/, 1in a more general test of phonological markedness in the elicitation of
speech errors, Motley and Baars (1975) did not find markedness to be a signif-
icant factor.

Frequency in the language is then for us the best index of a phoneme’'s
strength. We believe that frequent phonemes are "stronger"™ than infrequent
ones because they are the more common of highly overlearned motor patterns.
In this view, we see single segment errors involving similar segments as exam-
ples of Norman's (1981) capture errors: "when a sequence being performed 1is
similar to another more frequent or better learned sequence, the latter may
capture control" (p. 6). The initial gestures relevant to the pronunciation
of /s/ and /3/ are no doubt very similar, if not identical, It is easy to see
how the gestures to produce an /3/ could be "captured" by the more frequent
/s/ gestures.

Segment similarity. Do speech error rates or patterns of substitutions
depend on minimal feature differences between consonant pairs? The answer to
such a question depends on the feature system one chooses. Ideally, one would
like to find that a system motivated on independent grounds, such as the one
devised by Chomsky and Halle (1968), also captures in a principled way the
structural relationships in speech errors. Indeed, van den Broecke and Gold-
stein (1980) compared a number of feature systems, along with the one they de-
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vised on the basis of English and German speech errors, and found that
"feature systems designed without incorporating evidence from speech errors
are all capable of showing meaningful structure in phonological speech errors
as they occur" (p. 63). Nonetheless, segment similarity emerges as a signif-
icant effect in our data only when we use the B & G features to determine seg-
ment similarity. That the segment similarity effects in our data are best
demonstrated by the B & G features, derived from the analysis of naturally
occurring speech errors in English and German, suggests that the errors we
find in our experimental situation are analogous to those occurring in collec-
tions of naturally occurring utterances.

Availability. When naturally occurring speech errors are analyzed, the
assumption is often made that errors are most likely to occur when similar
segments are simultaneously available, Yet the results of our experiments
suggest that availability, here defined in narrow terms as a substitution of x
for y when x is part of the stimulus, is important but not necessary, since
the percentage of the x for y substitutions in both experiments that occur
when x is part of the stimulus is substantially greater than the chance value
but no greater than 50%. Indeed, the substitution errors in the corpus exam-
ined by Shattuck-Hufnagel and Klatt (1979) include 30% with no known source
word, It is possible that the actual proportion of naturally occurring speech
errors that have no source in the surrounding context might be higher than
that estimated by Shattuck-Hufnagel and Klatt, and it might be wrong to assume
in such cases that the intruding error was part of the intended utterance (see
Harley, 1984, for a discussion of higher level non-plan-internal errors). Fi-
nally, we find that segment availability becomes increasingly important as the
frequency of the intruded phoneme decreases and perhaps, to a lesser extent,
as the featural similarity between the intruded and target phonemes decreases.

However, it is difficult to compare the relative magnitudes of the ef-
fects of phoneme frequency and availability (see Sechrest & Yeaton, 1982).
Moreover, the influence of phoneme frequency on the importance of availability
suggests that both effects may stem from the same activation mechanism, The
frequency effect may be reflecting differences in the base activation levels
of phonemes, whereas the availability effect may reflect transient increases
in phoneme activation that result from being part of the intended utterance.®

Conclusions. The results of our two experiments provide support for an
explanation of the speech error generation process in which a segment's
strength is a function of its frequency of occurrence in English: Weak (or
infrequent) segments tend to serve as targets whereas strong (or frequent)
segments tend to serve as intrusions. The role of phoneme frequency is a con-
sistently important one. Phoneme availability also plays a role, though per-
haps more restricted than expected. Furthermore, availability may be reflect-
ing the same activation mechanism responsible for the frequency effect. Fi-
nally, the notion that the segments that interact in speech errors are likely
to be similar is best supported by our data when segment similarity is defined
in terms of a feature set derived from naturally occurring speech errors.
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Footnotes

- !Motley and Baars (1975) found experimental evidence that consonant fre-

- quency in initial position affects the tendency of initial consonants in pairs
of CVC nonsense words to interchange. Hence, frequency in the language seems
like an appropriate initial index of phoneme strength,

2plthough none of the CV nonsense pairs represented common lexical items
as visually presented, six of them did represent common lexical items as pro-
nounced: s8i = 'see'; shi = 'she'; ti = 'tea'; su = 'sue'; shu = 'shoe'; tu =
"two.'

*It is possible that this rapid reading procedure is influenced by
articulatory interference of the type involved in tongue twisters as well as
by the factors producing higher-level slips of the tongue, However, Cohen
L (1973) found that the pattern of speech errors induced via a rapid reading
e procedure was of a very similar nature to that of a naturally collected
corpus,

“The rank order of the consonant phonemes by the Dewey (1923) count is

~ S5We are indebted to Marcel Just for making this point,
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ON LEARNING TO SPEAK*
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Abstract. Every language, spoken or signed, deploys a large lexi-
con, made possible by permutation and combination of a small set of
linguistic elements. In speech, rapid interleaving of the gestures
that form these elements (consonants and vowels) leads to a complex
acoustic signal in which the boundaries between elements are lost.
However, for the child learning to speak, the initial task is not to
recover these elements, but simply to imitate the sound pattern that
it hears. Studies of "lipreading" in adults and infants suggest
that imitation is mediated by an amodal representation, closely
related to the dynamics of articulation, and that a left-hemisphere
perceptuomotor mechanism specialized to make use of this representa-
tion develops during the first six months of 1life. By drawing on
this specialized mechanism, the infant learns the recurrent patterns
of acoustic structure and articulatory gestures from which linguis-
tic segments must be presumed to emerge.

As a system of animal communication, language has the distinctive proper-
ty of being open, that is, fitted to carrying messages on an unlimited range
of topics. Human cognitive capacity is, of course, greater than that of other
animals, but this may be a consequence as much as a cause of linguistic range.
Other primate communication systems have a limited referential scope-—sources
of food or danger, personal and group identity, sexual inclination, emotional
state, and so on--and a limited set of no more than 10-40 signals (Wilson,
1975, p. 183). In fact, 10-40 holistically distinct signals may be close to
the upper range of primate perceptual and motor capacity. The distinctive
property of language is that it has finessed that upper 1limit, by developing a
double structure, or dual pattern (Hockett, 1958).

The two levels of patterning are phonology and syntax. The first permits
us to develop a large lexicon, the second permits us to deploy the lexicon in
predicating relations among objects and events, My present concern is entire-
ly with the first level. A six-year-old middle-class American child already
recognizes some 13,000 words (Templin, 1957), while an adult's recognition vo-

*Human Neurobiology, 1983, 2, 191-195.
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cabulary may be well over 100,000, Every language, however primitive the
culture of its speakers by Western standards, deploys a large lexicon. This
is possible because the phonology, or sound pattern, of a language draws on a
small set (roughly between 20 and 100 elements) of meaningless units--conso-
nants and vowels--to construct a very large set of meaningful units, words (or
morphemes). These meaningless units may themselves be described in terms of a
smaller set of recurrent, contrasting phonetic properties or features.
Evidently, there emerged in our hominid ancestors a combinatorial principle
(later, perhaps, extended into syntax) by which a finite set of articulatory
gestures could be repeatedly permuted to produce a very large number of dis-
tinctively different patterns.

"Articulatory gesture" refers, at a gross level, to opening and closing
the mouth. Repeated constriction of the vocal tract, somewhere between lips
and glottis to form consonants, and repeated opening of the tract by lowering
the jaw to form vowels, give rise to the basic consonant vowel syllable from
which the sound patterns of all spoken languages are formed. The varying
phonetic qualities of consonants and vowels are determined by the precise
shape of the vocal tract through which sound--the buzz of vocal fold vibration
or the hiss of air blown through a narrow coustriction--is filtered. The
shape of the resonating cavities of the vocal tract is determined by fine
positioning of the articulators: raising, lowering, fronting or backing the
tip, blade or body of the tongue, raising or lowering the velum, rounding or
spreading the lips, and so on.

Thus, permutation and combination of some two dozen gestures provide
"...a kind of impedance match between an open-ended set of meaningful symbols
and a declidedly limited set of signaling devices" (Studdert-Kennedy & Lane,
1980, p. 35). Yet permutation and combination alone would not suffice for a
flexible and open-ended system of communication, if the gestures were not
executed rapidly enough to evade the limits of short-term memory and to match
the natural rate of thought and action.

What this "natural rate" may be we do not know. But for English, at
least, a typical rate of speech is of the order of 150 words/min. This
reduces to roughly 10 to 15 phonemes (consonants and vowels)/s. As Cooper has
remarked, such rates can be achieved "...only if separate parts of the articu-
latory machinery--muscles of the lips, tongue, velum, etc.--can be separately
controlled, and if...a change of state for any one of these articulatory
entities, taken together with the current state of others, is a change
to...another phoneme.... It is this kind of parallel processing that makes it
possible to get high-speed performance with low-speed machinery" (Liberman,
Cooper, Shankweiler, & Studdert-Kennedy, 1967, p. 446). Thus, repeated use of
a small set of interleaved gestures may not only expand the potential lexicon,
but also ensure rapid execution of its elements.

Let me conclude this brief introduction by noting that the dual motoric
structure of spoken language has no known parallel in any other system of ani-
mal behavior, except manual-facial sign languages. Over the past 15-20 years
we have learned that American Sign Language (ASL), the first language of over
100,000 deaf persons, and the fourth most common language in the United States
(Mayberry, 1978), is a fully independent language with its own characteristic
formational ("phonological") structure and syntax (Klima & Bellugi, 1979).
Whether signed language is a mere analog of spoken language or a true homolog,
drawing on the same neural structures, we do not yet know--although studies of
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sign language deficits following left hemisphere lesion reveal remarkable par-
allels with aphasic deficits of spoken language users (e.g., Kimura, Battison,
& Lubert, 1976; Poizner, Bellugi, & Iragui, in press).

In any event, my point here is simply that each ASL sign is formed by
combining four intrinsically meaningless components: a hand configuration, a
palm orientation, a place in the body space where it is formed, and a move-
ment. These four classes of component, like the two segmental classes of spo-
ken language (consonants and vowels), may also be described in terms of a
smaller set of recurrent, contrasting features (e.g., Klima & Bellugi, 1979,
Chapter 7). There are some fifty values, or ", rimes," distributed across the
four dimensions and their combination in a sign follows "phonological rules,"
analogous to those that constrain the structure of a syllable in spoken
languages. In short, both spoken and signed languages exploit combinatorial
principles of lexical formation. Moreover, it would seem that short-term mem-
ory and cognitive capacity have constrained signed and spoken languages to
similar rates of communication. For, although each ASL sign takes roughly
three times as long to form as an English word, the proposition rates in the
two languages are almost identical (Klima & Bellugi, 1979). This is possible
because, while the phonological and syntactic structures of a spoken language
are largely implemented by sequential organization over time, a signed lan-
guage can exploit simultaneous manual and facial gestures distributed in
space. Thus, both types of languages are grounded in a capacity for rapid,
precise, and precisely coordinated movements of a small set of articulators,

In what follows, I shall have 1little further to say about signed
languages. Here, I simply note two points. First, we do not talk with our
toes, and we may doubt whether any imaginable system of human articulators,
other than those of the hand and mouth, would be capable of the motor speed
and precision necessary to implement 1language, as we know {t. Second,
whatever the evolutionary sequence may have been, the well-established (albeit
imperfect) correlation between hemispheric specializations for language and
manual praxis 1s, I assume, not mere coincidence, 1In all likelihood, the two
modes of language draw on closely related neural structures.

I have dwelt so far on motor requirements. But there are perceptual de-
mands also. If spoken language is indeed constructed from rapid sequences of
consonants and vowels, the listener must somehow extract these recurrent ele-
ments from the signal., Yet, from the earliest spectrographic studies (Joos,
1948) it has been known that the acoustic flow of speech cannot be readily di-
vided into an alphabetic sequence of invariant segments corresponding to the
invariant segments of linguistic description. The reason for this is simply
that we do not speak segment by segment, or even syllable by syllable. At any
instant, the several articulators are executing a complex, interleaved pattern
of movements, of which the spatio—temporal coordinates reflect the influence
of several neighboring segments. (The reader may test this by slowly utter-
ing, for example, the words call and keel. The reader will find that the
position of the tongue on the palate during closure for the first consonant,
/k/, 1s slightly farther back for the first word than for the second.) The
consequence of this imbricated pattern of movement is, of course, an imbricat-
ed pattern of sound, such that any particular acoustic segment typically spec-
ifies more than one linguistic segment, while any particular linguistic seg-
ment is specified by more than one acoustic segment (Fant, 1962; Liberman et
al., 1967). This lack of isomorphism between acoustic and linguistiec struc-
ture is the central unsolved problem of speech perception. Its continued
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= recalcitrance Is reflected in the fact that we are little closer to automatic
phonetic transcription of speech now than we were thirty years ago (Levinson &
Liberman, 1981).

Many different approaches to the problem have been proposed, but I will
not review them here (see Studdert-Kennedy, 1980, for fuller discussion).
Instead, I will attempt to recast the problem by setting aside, for the mo-
ment, the discrepancy between acoustic signal and linguistic description, and
simply asking what we know about how a child learns to speak. I shall assume
that, whatever the process, it is sufficiently general to permit the deaf
child to learn to sign with as much ease as a hearing child learns to speak.

B0 ARRIARNS XS

[

2 I note, further, that when a child learns to sign or speak, it learns a X
g specific dialect. That is to say, {t gradually discovers, in the detailed ‘
acoustic or optic patterns of its caretakers' signals, specifications for a no j-:.

=

=)

less detailed pattern of motor organization.

Stated in this way, the problem becomes a special case of the general
problem of imitation. Relatively few species imitate. The higher primates
imitate general bodily actions, but vocal imitation is peculiar to a few
species of songbirds, certain marine mammals, and humans. The capacity to
imitate is evidently a rare, specialized capacity for discovering links be-
tween perceived movements and their corresponding mctor controls,

1 PO

We may gain insight into the bases of speech imitation from recent stud-
les of "lip-reading" in adults and infants. That adults can learn to lip-read
is, of course, a commonplace of aural rehabilitation, but the theoretical
implications of this capacity have only recently begun to emerge. McGurk and
MacDonald (1976) demonstrated that listeners' perceptions of a spoken syllable
often change, 1if they simultaneously watch a video display of a speaker
pronouncing a different syllable. For example, if 1listeners are presented
with the acoustic syllable [ba) repeated four times, while watching a syn-
chronized optic display of a speaker articulating [ba, va, da, da], they will
typically report the latter, optically specified sequence. That the effect is
not simply a matter of visual dominance in a sensory hierarchy (Marks, 1978)

AR

is evidenced by the fact that certain combinations (e.g., acoustic ([ba] with :.:::.-:_'f';:
optic [ga] may be perceived as clusters ([ bga) or [gbal), or even as syllables AR Eh
: corresponding to neither display ([daj). Thus listeners' percepts seem to :-;.‘.«;Z;J'.'-*
:'-', arise from a process by which two distinct sources of information, acoustic -:.“-,'.-'_:‘.f.
2 and optic, are actively combined at an abstract level where each has already Catadis
» lost 1its distinctive sensory quality. (For fuller discussion, see Summer- .
- field, 1979).
--:: Further evidence for a amodal representation of speech comes from a
. cross—modal study of the so-called suffix effect by Campbell and Dodd (1980).
> A standard finding of short-term memory studies is that listeners, recalling a
B list of auditorily presented words, recall those at the end better than those -
E in the middle (recency effect). The effect is reduced if the 1ist is present- _.'-_.:‘.\
:; ed graphically. Moreover, Crowder and Morton (1969) demonstrated that the ef- :~\‘:~,_-j_::
j fect could be abolished, or significantly reduced, if a spoken word was k&:.::.}.
4 appended to the list, not for recall but s3imply as a signal to begin recall AL :,'
(suffix effect). Presumably, the suffix "interferes" in some way with the M b gt
. representation of recent items. That this representation is at some relative- 4
tj ly "low," yet structured, level is argued by the facts that the effect (1) is ooty
unaffected by degree of semantic similarity between suffix and list, (2) is 'i::{-:',:::.
g reduced if suffix and list are presented to opposite ears, (3) does not occur NG
if the suffix is a tone or burst of noise. )
D.' &
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Campbell and Dodd (1980) used this paradigm to test listeners' recall of
digits, either lip-read (without sound) or presented graphically, with and
without the spoken suffix, "ten" (heard, but not seen). They found signif-
icant recency and suffix effects for the lip-read, but not for the graphic,
lists. In a complementary study, Spoehr and Corin (1978) demonstrated that a
lip-read suffix reduced recall of auditorily presented lists. Evidently,
speech heard, but not seen, and speech seen, but not heard, share a common
representation., Moreover, the fact that Campbell and Dodd did not find a suf-
fix effect for graphically presented lists suggests that this shared represen-
tation is not at some abstract, phonological level where spoken and written
language converge. Rather, these studies, like that of McGurk and MacDonald
(1976), hint at a representation in some form common to both the light
reflected and the sound radiated from mouth and lips.

Consider, now, that infants are also sensitive to structural correspond-
ences between the acoustic and optic specifications of an event. Spelke
(1976) showed that four-month-old infants preferred to watch the film (of a
woman playing "peekaboo," or of a hand rhythmically striking a wood block and
a tambourine with a baton) that matched the sound track they were hearing,
Dodd (1979) showed that four-month-old infants watched the face of a woman
reading nursery rhymes more attentively when her voice was synchronized with
her facial movements than when it was delayed by 400 ms. If these preferences
were merely for synchrony, we might expect infants to be satisfied with any
acoustic-optic pattern in which moments of abrupt change are arbitrarily syn-
chronized. Thus, in speech they might be no less attentive to an artliculating
face whose closed mouth was synchronized with syllable amplitude peaks and
open mouth with amplitude troughs than to the (natural) reverse, However,
Kuhl and Meltzoff (1982) showed that four- to five-month-old infants looked
longer at the face of a woman articulating the vowel they were hearing (either
[(i] or [al) than at the same face articulating the other vowel in synchrony.
Moreover, the preference disappeared when the signals were pure tones, matched
in amplitude and duration to the vowels, so that the infant preference was
evidently for a match between a mouth shape and a particular spectral struc-
ture. Similarly, MacKain et al. (1983) showed that five- to six-month-old
infants preferred to look at the face of a woman repeating the disyllable they
were hearing (e.g., [zuzi]) than at the synchronized face of the same woman
repeating another disyllable (e.g., [vaval).

In both these studies, the infants' preferences were for natural
structural correspondences between acoustic and optic information. Both stud-
ies hint at infant sensitivity to intermodal correspondences that could play a
role in learning to speak. However, I am not suggesting that optic informa-
tion is necessary, since the blind infant also learns to speak.' My intent
rather is to gain leverage on the puzzle of imitation. What we need therefore
is to establish that the underlying metric of auditory-visual correspondence
is related to that of the auditory-motor correspondence required for an
individual to imitate the utterances of another.

To this end we may note, first, the visual-motor 1link evidenced in the
capacity to imitate facial expression and, second, the assocliation across many
primate species between facial expression and pattern of vocalization (Hooff,
1976; Marler, 1975; Ohala, 1983). Recently, Field et al. (1982) reported that
36-hour—-old infants could imitate the "happy, sad and surprised" expressions

of a model, However, these are relatively stereotyped emotional responses
that might be evoked without recourse to the visual-motor link required for
57
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imitation of novel movements. More striking is the work of Meltzoff and Moore
(1977) who showed that 12- to 21-day-old infants could imitate both arbitrary
mouth movements, such as tongue protrusion and mouth opening, and (of particu-
lar interest for the acquisition of ASL) arbitrary hand movements, such as
opening and closing the hand by serially moving the fingers, Here mouth open-
ing was elicited without vocalization; but had vocalization occurred, its
str-ucture would, of course, have reflected the shape of the mouth. Kuhl and
Meltzoff (1982) do, in fact, report as an incidental finding of their study
that 10 of their 32 four- to 5-month-old infants "...produced sounds that re-
sembled the adult female's vowels., They seemed to be imitating the female
talker, 'taking turns' by alternating their vocalizations with hers"
(p. 1140). If we accept the evidence that the infants of this study were
recognizing acoustic-optic correspondences, and add to it the results of the
adult lipreading studies, calling for a metric in which acoustic and optic
information are combined, then we may conclude that the perceptual structure
controlling the infants' imitations was specified in this common metric.

Evidently, the desired metric must be "...closely related to that of
articulatory dynamics"™ (Summerfield, 1979, p. 329). Following Runeson and
Frykholm (1981) (see also Summerfield, 1980), we may suppose that in the visu-
al perception of an event we perceive not simply the surface kinematics (dis-
placement, velocity, acceleration), but also the underlying biophysical prop-
erties that define the structure being moved and the forces that move it
(mass, force, momentum, elasticity, and so on). Similarly, in perceiving
speech, we perceive not only its "kinematics," that is, the changes and rates
of change in spectral structure, but also the underlying dynamic forces that
produce these changes. In other words, to perceive speech is to perceive
movements of the articulators, specified by a pattern of radiated sound, just
as we perceive movements of the hand, specified by a pattern of reflected
light.

The close 1link, for the infant, between perceiving speech and producing
it, 1is further suggested by a curious aspect of the study by MacKain et
al. (1983), cited earlier. This is the fact that infants' preferences for a
match between the faclal movements they were watching and the speech sounds
they were hearing was statistically significant only when they were looking to
their right sides. Fourteen of the eighteen infants in the study preferred
more matches on their right sides than on their left. Moreover, in a fol-
low-up investigation of familial handedness, MacKain and her colleagues have
learned that six of the infants have left-handed first or second order rela-
tives. Of these six, four are the infants who displayed more left-side than
right-side matches.

These results can be interpreted in the light of studies by Kinsbourne
and his colleagues. Kinsbourne (1972) found that right-handed adults tended
to shift their gaze to the right while solving verbal problems, to the left
while visualizing spatial relations; left-handers tended to shift gaze in the
same direction for both types of task, with each direction roughly equally
represented across the subject group. Lempert and Kinsbourne (1982) showed
that the effect was reversible for right-handed subjects on a verbal task:
sub jects who rehearsed sentences with head and eyes turned right recalled the
sentences better than subjects who rehearsed while turned left. Thus, atten-
tion to one side of the body may facilitate processes for which the contralat-
eral hemisphere is specialized.
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Extending this interpretation to the infants of MacKain et al. (1983), we
may infer that infants with a preference for matches on the right side, rather
than the left, were revealing a left hemisphere capacity for recognizing
acoustic-optic correspondence in speech. If, further, the metric specifying
these correspondences is the same as that specifying the auditory-motor corre-
spondences necessary for imitation (as was argued above), we may conclude that
five- to six-month-old infants already display a speech perceptuo-motor link
in the left hemisphere.

How early this link may develop we do not yet know. However, Best et
al. (1982), testing, two-, three-, and four-month-old infants dichotically, in
a cardiac habituation paradigm, found a right-ear advantage for speech and a
left~ear advantage for music in the three- and four-month olds, but only a
left-ear advantage for music in the two-month olds. We may suspect, then,
that the perceptual component of the speech link begins to develop between the
second and third months of life. By five to six months, close to the onset of
babbling, the motor component is beginning to emerge. By the end of the first
year, as babbling fades, the infant would be equipped with the perceptuo—motor
mechanisms necessary for imitating the sounds of the language it is going to
learn.

In conclusion, let me recall the paradoxical discrepancy between the
speech signal and its linguistic description with which I began. The approach
to imitation I have sketched deliberately sidesteps this problem, Yet it may
ultimately contribute to its solution by focusing on the infant for whom the
discrepancy does not yet exist, for the simple reason that the infant has not
yet learned the phonetic categories of its language. Tracing the process by
which the recurrent patterns of infant articulation coalesce into categorical
linguistic units, evidenced by spoonerisms and other adult speech errors
(Shattuck-Hufnagel, 1979) is a task for the future. However, the task may be
easier, if we see it as a problem in the development of a unique mode of motor
control, characteristic of human language.
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THE MOTOR THEORY CF SPEECH PERCEPTION REVISED*

Alvin M, Libermant and Ignatius G. Mattinglytt

Abstract. A motor theory of speech perception, 1initially proposed
to account for results of early experiments with synthetic speech,
is now extensively revised to accommodate recent findings, and to
relate the assumptions of the theory to those that might be made
about other perceptual modes. According to the revised theory,
phonetic information is perceived in a biologically distinct system,
a "module" specialized to detect the intended gestures of the speak-
er that are the basis for phonetic categories. Built into the
structure of this module is the unique but lawful relationship be-
tween the gestures and the acoustic patterns in which they are vari-
ously overlapped. In consequence, the module causes perception of
phonetic structure without translation from preliminary auditory
impressions. Thus, it 1is comparable to such other modules as the
one that enables an animal to 1localize sound. Peculiar to the
phonetic module are the relation between perception and production
it incorporates and the fact that it must compete with other modules
for the same stimulus variations.

Together with some of our colleagues, we have long been identified with a
view of speech perception that is often referred to as a "motor theory." Not
the motor theory, to be sure, because there are other theories of perception
that, like ours, assign an important role to movement or its sources. But the
theory we are going to describe is only about speech perception, in contrast
to some t.at deal with other perceptual processes (e.g., Berkeley, 1709; Fest-
inger, Burnham, Ono, & Bamber, 1967) or, indeed, with all of them (e.g.,
Washburn, 1926; Watson, 1919), Moreover, our theory 1is motivated by

considerations that do not necessarily apply outside the domain of speech, 3: 0
Yet even there we are not alone, for several theories of speech perception, :»jx}\i
being more or less ™motor,"” resemble ours to varying degrees (e.g., Chisto- ;:#:{&:
vich, 1960; Dudley, 1940; Joos, 1948; Ladefoged & McKinney, 1963; Stetson, ﬁ;_;}‘;
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"o 1951). However, it is not relevant to our purposes to compare these, so, for P:;:A:A

:: convenience, we will refer to our motor theory as the motor theory. .:\“\in:

We were led to the motor theory by an early finding that the acoustic !;ﬂzq:}

:{ patterns of synthetic speech had to be modified if an invariant phonetic per- :}\3232

= cept was to be produced across different contexts (Cooper, Delattre, Liberman, RSN

< Borst, & Gerstman, 1952; Liberman, Delattre, & Cooper, 1952). Thus, it ap- 2f:¢:f¢

v peared that the objects of speech perception were not to be found at the PORRNNY
: acoustic surface. They might, however, be sought in the underlying motor pro-
- cesses, if it could be assumed that the acoustic variability required for an
Wy invariant percept resulted from the temporal overlap, in different contexts,

o of correspondingly invariant units of production. In its most general form,

A this aspect of the early theory survives, but there have been important revi-

' sions, including especially the one that makes perception of the motor invari-

ant depend on a specialized phonetic mode (Liberman, 1982; Liberman, Cooper,

- Shankweiler, & Studdert-Kennedy, 1967; Liberman & Studdert-Kennedy, 1978; Mat-

L tingly & Liberman, 1969). Our aim in this paper is to present further revi-
- sions, and so bring the theory up to date.

S The Theory

The first claim of the motor theory, as revised, is that the objects of
speech perception are the intended phonetic gestures of the speaker,

represented in the brain as invariant motor commands that call for movements ;f_ .
of the articulators through certain linguistically significant configurations. r::;:f:
These gestural commands are the physical reality underlying the traditional O SALE
phonetic notions--for example, "tongue backing," "lip rounding," and "jaw g
raising"--that provide the basis for phonetic categories. They are the ele- ,-;-;fi

. mentary events of speech production and perception. Phonetic segments are

- simply groups of one or more of these elementary events; thus [b] consists of

. a labial stop gesture and [m] of that same gesture combined with a ve-

Zj lum-lowering gesture. Phonologically, of course, the gestures themselves must

- be viewed as groups of features, such as "labial," "stop," "nasal," but these
features are attributes of the gestural events, not events as such. To per-
ceive an utterance, then, is to perceive a specific pattern of intended ges-
tures.

£
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. We have to say "intended gestures," because, for a number of reasons
— (coarticulation being merely the most obvious), the gestures are not directly
manifested in the acoustic signal or in the observable articulatory movements.
It is thus no simple matter (as we shall see in a later section) to define
specific gestures rigorously or to relate them to their observable conse-
quences, Yet, clearly, invariant gestures of some description there must be,
for they are required, not merely for ow particular theory of speech percep-
tion, but for any adequate theory of speech production.

- The second claim of the theory is a corollary of the first: if speech
[~ perception and speech production share the same set of invariants, they must
- be intimately linked. This link, we argue, 1is not a learned association, a
- result of the fact that what people hear when they listen to speech is what
- they do when they speak. Rather, the link is innately specified, requiring
= only epligenetic development to bring it into play. On this claim, perception
.- of the gestures occurs in a specialized mode, different in important ways from
. the auditory mode, responsible also for the production of phonetic structures,
. and part of the larger specialization for language. The adaptive function of
. 64
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the perceptual side of this mode, the side with which the motor theory is
directly concerned, is to make the conversion from acoustic signal to gesture
automatically, and so to let listeners perceive phonetic structures without
mediation by (or translation from) the auditory appearances that the sounds
might, on purely psychoacoustic grounds, be expected to have.

A critic might note that the gestures do produce acoustic signals, after
all, and that surely it is these signals, not the gestures, which stimulate
the listener's ear. What can it mean, then, to say it is the gestures, not
the signals, that are perceived? Our critic might also be concerned that the
theory seems at first blush to assign so special a place to speech as to make
it hard to think about in normal biological terms. We should, therefore, try
to forestall misunderstanding by showing that, wrong though it may be, the
theory is neither logically meaningless nor biologically unthinkable.

An Issue That Any Theory of Speech Perception Must Meet. The motor theo-
ry would be meaningless if there were, as is sometimes supposed, a one-to-one
relation between acoustic patterns and gestures, for in that circumstance it
would matter little whether the listener was said to perceive the one or the
other. Metaphysical considerations aside, the proximal acoustic patterns
might as well be the perceived distal objects. But the relation between ges-
ture and signal is not straightforward. The reason is that the timing of the
articulatory movements--the peripheral realizations of the gestures--is not
simply related to the ordering of the gestures that is implied by the strings
of symbols in phonetic transcriptions: the movements for gestures implied by
a single symbol are typically not simultaneous, and the movements implied by
successive symbols often overlap extensively. This coarticulation means that
the changing shape of the vocal tract, and hence the resulting signal, is in-
fluenced by several gestures at the same time. Thus, the relation between
gesture and signal, though certainly systematic, is systematic in a way that
is peculiar to speech. In later sections of the paper we will consider how
this circumstance bears on the perception of speech and its theoretical
interpretation. For now, however, we wish only to justify consideration of
the motor theory by identifying it as one of several choices that the complex
relation between gesture and signal faces us with, For this purpose, we will
describe just one aspect of the relation, that we may then use it as an exam-
ple.

A A A
A

When coarticulation causes the signal to be influenced simultaneously by
several gestures, a particular gesture will necessarily be represented by dif-
ferent sounds in different phonetic contexts. In a consonant-vowel syllable,
for example, the acoustic pattern that contains information about the place of
constriction of the consonantal gesture will vary depending on the following
vowel, Such context-conditioned variation is most apparent, perhaps, in the
transitions of the formants as the constriction is released. Thus, place
information for a given consonant is carried by a rising transition in one
vowel context and a falling transition in another (Liberman, Delattre, Cooper,
& Gerstman, 1954). In isolation, these transitions sound like two different
glissandi or chirps, which is just what everything we know about auditory
perception leads us to expect (Mattingly, Liberman, Syrdal, & Halwes, 1971);
they do not sound alike, and, just as important, neither sounds like speech.
How is it, then, that, in context, they nevertheless yield the same consonant?
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Auditory theories and the accounts they provide. The guiding
assumption of one class of theories is that ordinary auditory processes are
sufficient to explain the perception of speech; there is no need to invoke a
further specialization for language, certainly not one that gives the listener
access to gestures. The several members of this class differ in principle,
though they are often combined in practice,

One member of the class counts two stages in the perceptual process: a
first stage in which, according to principles that apply to the way we hear
all sounds, the auditory appearances of the acoustic patterns are registered,
followed by a second stage in which, by an act of sorting or matching to
prototypes, phonetic labels are affixed (Crowder & Morton, 1969; Fujisaki &
Kawashima, 1970; Oden & Massaro, 1978; Pisoni, 1973). Just why such different
acoustic patterns as the rising and falling transitions of our example deserve
the same label is not explicitly rationalized, it being accounted, presumably,
a characteristic of the language that the processes of sorting or matching are
able to manage. Nor does the theory deal with the fact that, in appropriate
contexts, these transitions support phonetic percepts but do not also produce
such auditory phenomena as chirps. To the contrary, indeed, it is sometimes
made explicit that the auditory stage is actually available for use in
discrimination. Such availability is not always apparent because the casual
(or forgetful) listener is assumed to rely on the categorical labels, which
persist in memory, rather than on the context-sensitive auditory impressions,
which do not; but training or the use of more sensitive psychophysical methods
is said to give better access to the auditory stage and thus to the stimulus
variations--including, presumably, the differences in formant transition--that
the labels ignore (Carney, Widin, & Viemeister, 1977; Pisoni & Tash, 1974;
Samuel, 1977).

Another member of the class of auditory theories avoids the problem of
context-conditioned variation by denying its importance. According to this
theory, speech perception relies on there being at least a brief period during
each speech sound when its short-time spectrum is reliably distinct from those
of other speech sounds. For an initial stop in a stressed syllable, for exam-
ple, this period includes the burst and the first 10 ms after the onset of
voicing (Stevens & Blumstein, 1978). That a listener is nevertheless able to
identify speech sounds from which these invariant attributes have been removed
is explained by the claim that, in natural speech, they are sometimes missing
or distorted, so that the child must learn to make use of secondary, con-
text-conditioned attributes, such as formant transitions, which ordinarily
co-occur with the primary, invariant attributes (Cole & Scott, 197#%#). Thus,
presumably, the different-sounding chirps develop in perception to become the
same-sounding (non-chirpy) phonetic element with which they have been
associated.

The remaining member of this class of theories is the most thoroughly au-
ditory of all. By its terms, the very processes of phonetic classification
depend directly on properties of the auditory system, properties so indepen-
dent of language as to be found, perhaps, in all mammals (Kuhl, 1981; Miller,
1977; Stevens, 1975). As described most commonly in the literature, this ver-
sion of the auditory theory takes the perceived boundary between one phonetic
category and another to correspond to a naturally-occurring discontinuity in
perception of the relevant acoustic continuum. There is thus no first stage
in which the (often) different auditory appearances are available, nor |is
there a process of learned equivalence, An example is the claim that the
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distinction between voiced and voiceless stops--normally cued by a complex of
acoustic differences caused by differences in the phonetic variable known as
voice-onset-time--depends on an auditory discontinuity in sensitivity to tem-
poral relations among components of the signal (Kuhl & Miller, 1975; Pisoni,
1977). Another 1is the suggestion that the boundary between fricative and
affricate on a rise-time continuum is the same as the rise-time boundary in
the analogous nonspeech case--that is, the boundary that separates the non-
speech percepts "pluck" and "bow" (Cutting & Rosner, 1974; but see Rosen & Ho-
well, 1981). To account for the fact that such discontinuities move as a
function of phonetic context or rate of articulation, one can add the assump-
tion tha. the several components of the acoustic signal give rise to interac-
tions of a purely auditory sort (Hillenbrand, 1984; but see Summerfield,
1982). As for the rising and falling formant transitions of our earlier exam-
ple, some such assumption of auditory interaction (between the transitions and
the remainder of the acoustic pattern) would presumably be offered to account
for the fact that they sound like two different glissandi in isclation, but as
the same (non-glissando-like) consonant in the context of the acoustic syll-
able, The clear implication of this theory is that, for all phonetic contexts
and for every one of the many acoustic cues that are known to be of conse-
quence for each phonetic segment, the motivation for articulatory and
coarticulatory maneuvers 1is to produce just those acoustic patterns that fit
the language-independent characteristics of the auditory system. Thus, this
last auditory theory 1is auditory in two ways: speech perception is governed
by auditory principles, and so, too, is speech production.

The account provided by the motor theory. The motor theory offers a
view radically different from the auditory theories, most obviously in the
claim that speech perception is not to be explained by principles that apply
to perception of sounds in general, but must rather be seen as a specializa-
tion for phonetic gestures. Incorporating a biologically based link between
perception and production, this specialization prevents listeners from hearing
the signal as an ordinary sound, but enables them to use the systematic, yet
special, relation between signal and gesture to perceive the gesture. The re-
lation is systematic because it results from lawful dependencies among ges-
tures, articulator movements, vocal-tract shapes, and signal, It is special
because it occurs only in speech.

Applying the motor theory to our example, we suggest what has seemed
obvious since the importance of the transitions was discovered: the listener
uses the systematically varying transitions as information about the coarticu-
lation of an invariant consonant gesture with various vowels, and so perceives
this gesture, Perception requires no arbitrary association of signal with
phonetic category, and no correspondingly arbitrary progression from an audi-
tory stage (e.g., different sounding glissandi) to a superseding phonetic la-
bel. As Studdert-Kennedy (1976) has put it, the phonetic category "names it-
self."

By way of comparison with the last of the auditory theories we described,
we note that, just as this theory is in two ways auditory, the motor theory is
in two ways motor. First, because it takes the proper object of phonetic
perception to be a motor event. And, second, because it assumes that adapta-
tions of the motor system for controlling the organs of the vocal tract took
precedence in the evolution of speech., These adaptations made it possible,
not only to produce phonetic gestures, but also to coarticulate them so that
they could be produced rapidly. A perceiving system, specialized to take ac-
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count of the complex acoustic consequences, developed concomitantly. Accord- .;.fig{
ingly, the theory 1is not indifferently perceptual or motor, implying simply S
that the basis of articulation and the object of perception are the same.
Rather, the emphasis is quite one-sided; therefore, the theory fully deserves
the epithet "motor."

How the Motor Theory Makes Speech Perception Like Other Specialized
Percefvzgg Systems, The specialized perceiving system that the motor theory
assumes is not unique; it is, rather, one of a rather large class of special
systems or "modules." Accordingly, one can think about it in familiar biolog-
ical terms. Later, we will consider more specifically how the phonetic module
fits the concept of modularity developed recently by Fodor (1983); our concern
now is only to compare the phonetic module with others,

The modules we refer to have in common that they are special neural e
structures, designed to take advantage of a systematic but unique relation be- » q
tween a proximal display at the sense organ and some property of a distal ob- AR
Jject., A result in all cases is that there is not, first, a cognitive

representation of the proximal pattern that is modality-general, followed by
translation to a particular distal property; rather, perception of the distal
property is immediate, which is to say that the module has done all the hard

Work. Consider auditory localization as an example, One of several cues is ii‘ |
differences in time of arrival of particular frequency components of the sig- ST
nal at the two ears (see Hafter, 1984, for a review). No one would claim that e

the use of this cue is part of the general auditory ability to perceive, as
such, the size of the time interval that separates the onsets of two different
signals. Certainly, this kind of general auditory ability does exist, but it
is no part of auditory localization, either psychologically or physiological-
ly. Animals perceive the location of sounding objects only by means of neural
structures specialized to take advantage of the systematic but special rela-
tion between proximal stimulus and distal location (see, for example, Knudsen,
1984), The relation is systematic for obvious reasons; it is special because
it depends on the circumstance that the animal has two ears, and that the ears
are set a certain distance apart. In the case of the human, the only species
for which the appropriate test can be made, there is no translation from per-
ceived disparity in time because there is no perceived disparity.

Compare this with the voicing distinction (e.g., [ba] vs. [pal]) referred
to earlier, which is cued in part by a difference in time of onset of the sev-
eral formants, and which has therefore been said by some to rest on a general
auditory ability to perceive temporal disparity as such (Kuhl & Miller, 1975;
Pisoni, 1977). We believe, to the contrary, that the temporal disparity is
only the proximal occasion for the unmediated perception of voicing, a distal
gesture represented at the level of articulation by the relative timing of vo-

cal-tract opening and start of laryngeal vibration (Lisker & Abramson, 1964). e
So we should expect perceptual judgments of differences in signal onset-time |
to have no more relevance to the voicing distinction than to auditory locali- A,
zation, In neither case do general auditory principles and procedures AN
enlighten us. Nor does it help to invoke general principles of auditory b{.ﬁ\ﬁ\
interaction. The still more general principle that perception gives access to tzi:*:::
distal objects tells us only that auditory localization and speech perception }ﬁ'*i\

work as they are supposed to; it does not tell us how. Surely the "how™" is to
be found, not by studying perception, even auditory perception, in general,
but only by studying auditory localization and speech perception in particu- s
lar. Both are special systems; they are, therefore, to be understood only in
their own terms.
]
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Examples of such biologically specialized perceiving modules can be
multiplied. Visual perception of depth by use of information about binocular
disparity is a well-studied example that has the same general characteristics
we have attributed to auditory localization and speech (Julesz, 1960, 1971;
Poggio, 1984). And there is presumably much to be learned by comparison with
such biologically coherent systems as those that underlie echolocation in bats
(Suga, 1984) or song in birds (Marler, 1970; Thorpe, 1958). But we will not
elaborate, for the point to be made here is only that, from a biological point
of view, the assumptions of the motor theory are not bizarre.

How the Motor Theory Makes Speech Perception Different from Other Spe-
cialized Perceiving Systems. Perceptual modules, by definition, differ from
one another in the classes of distal events that form their domains and in the
relation between these events and the proximal displays. But the phonetic
module differs from others in at least two further respects.

Auditory and phonetic domains. The first difference 1is in the
locale of the distal events. In auditory localization, the distal event is
"out there," and the relation between it and the proximal display at the two
ears is completely determined by the principles of physical acoustics. Much
the same can be said of those specialized modules that deal with the
primitives of auditory quality, however they are to be characterized, and that
came into play when people perceive, for example, whistles, horns, breaking
glass, and barking dogs. Not so for the perception of phonetic structure,
There, the distal object 1is a phonetic gesture or, more explicitly, an
"upstream" neural cammand for the gesture from which the peripheral articula-
tory movements unfold. It follows that the relation between distal object and
proximal stimulus will have the special feature that it is determined not just
by acoustic principles but also by neuromuscular processes internal to the
speaker, Of course, analogues of these processes are also available as part
of the biological endowment of the listener. Hence, some kind of link between
perception and production would seem to characterize the phonetic module, but
not those modules that provide auditory localization or visual perception of
depth. In a later section, we will have more to say about this link. Now we
will only comment that it may conceivably resemble, in its most general
characteristics, those links that have been identified in the communication
modules of certain nonhuman creatures (Gerhardt & Rheinlaender, 1982; Hoy,
Hahn, & Paul, 1977; Hoy & Paul, 1973; Katz & Gurney, 1981; Margolish, 1983;
McCasland & Konishi, 1983; Nottebohm, Stokes, & Leonard, 1976; Williams,
1984).

The motor theory aside, it is plain that speech somehow informs listeners
about the phonetic intentions of the talker. The particular claim of the mo-
tor theory is that these intentions are represented in a specific form in the
talker's brain, and that there is a perceiving module specialized to lead the
listener effortlessly to that representation. Indeed, what is true of speech
in this respect is true for all of language, except, of course, that the more
distal object for language is some representation of linguistic structure, not
merely of gesture, and that access to this object requires a module that is
not merely phonetic, but phonological and syntactic as well.

Competition between phonetic and auditory modes. A second important
difference between the phonetic module and the others has to do with the ques-
tion: how does the module cooperate or compete with others that use stimuli
of the same broadly defined physical form? For auditory localization, the key
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2

1-
L to the answer is the fact that the module is turned on by a specific and
- readily specifiable characteristic of the proximal stimulus: a particular
Y range of differences in time of arrival at the two ears. Obviously, such
differences have no other utility for the perceiver but to provide information
- about the distal property, location; there are no imaginable ecological cir-
5- cumstances in which a person could use this characteristic of the proximal
- stimuli to specify some other distal property. Thus, the proximal display and

Aﬁ the distal property it specifies only camplement the other aspects of what a
listener hears; they never campete.

. In phonetic perception, things are quite different because important
- acoustic cues are often similar to, even identical with, the stimuli that in-
) form listeners about a variety of nonspeech events. We have already remarked

that, in isolation, formant transitions sound like glissandi or chirps. Now

surely we don't want to perceive these as glissandi or chirps when we are

listening to speech, but we do want to perceive them so when we are listening
. to music or to birdsong. If this is true for all of the speech cues, as in
o some sense it presumably is, then it is hard to see how the module can be
turned on by acoustic stigmata of any kind--that is, by some set of necessary
cues defined in purely acoustic terms. We will consider this matter in some
greater detail later. For now, however, the point is only that cues known to
be of great importance for phonetic events may be cues for totally unrelated
nonphonetic events, too. A consequence is that, in contrast to the generally
N complem=ntary relation of the several modules that serve the same broadly de-
iy fined modality (e.g., depth and color in vision), the phonetic and auditory
~ o modules are in direct campetition., (For a discussion of how this competition
- might be resolved, see Mattingly & Liberman, 1985.)

1z
.

Experimental Evidence for the Theory

L4

Having briefly described one motive for the motor theory--the con-
text-conditioned variation in the acoustic cues for constant phonetic categor-
ies--we will now add others. We will limit ourselves to the so-called segmen-
tal aspects of phonetic structure, though the theory ought, in principle, to
Y., apply in the suprasegmental domain as well (cf. Fowler, 1982),

el

SIS A

~ The two parts of the theory--that gestures are the objects of perception
o and that perception of these gestures depends on a speclalized module--might
be taken to be independent, as they were in their historical development, but
the relevant data are not. We therefore cannot rationally apportion the data
between the parts, but must rather take them as they came.

A result of articulation: The multiplicity, variety, and equivalence of
- cues ggg each phonetic percept. . When speech synthesis began to be used as a
o tool to investigate speech perception, it was soon discovered that, in any
‘ specific context, a particular local property of the acoustic signal was -
- sufficient for the perception of one phonetic category rather than another N
T and, more generally, that the percept could be shifted along some phonetic di- NN
32 mension by varying the synthetic stimulus along a locally-definable acoustic ATt
. dimension, For example, if the onset frequency of the transition of the sec- AR Z
s ond formant during a stop release is sufficiently low, relative to the fre- L. e
quency of the following steady state, the stop is perceived as labial; other- 3...’
wise, as apical or dorsal (Liberman et al.,, 1954), A value along such an . J
- acoustic dimension that was optimal for a particular phonetic category, or,
Oy more loosely, the dimension itself, was termed an "acoustic cue.”
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Of course, the fact that particular acoustic cues can be isolated must,
of itself, tell us something about speech perception, for it might have been
otherwise. Thus, it 1is possible to imagine a speech-perception mechanism,
equipped, perhaps, with auditory templates, that would break down if presented
with anything other than a wholly natural and phonetically optimal stimulus.
Listeners would either give conflicting and unreliable phonetic judgments or
else not hear speech at all, Clearly, the actual mechanism is not of this
kind, and the concept of cue accords with this fact.

Nevertheless, the emphasis on the cues has, perhaps, been unfortunate,
for the term "cue" might seem to imply a claim about the elemental units of
speech perception. But "cue" was simply a convenient bit of laboratory jargon
referring to acoustic variables whose definition depended very much on the de-
sign features of the particular synthesizers that were used to study them,
The cues, as such, have no role in a theory of speech perception; they only
describe some of the facts on which a theory might be based (cf., Bailey &
Summerfield, 1980). There are, indeed, several generalizations about the
cues--same only hinted at by the data now available, others quite well found-
ed--that are relevant to such a theory.

One such generalization is that every '"potential" cue--that is, each of
the many acoustic events peculiar to a linguistically significant gesture--is
an actual cue. (For example, every one of eighteen potential cues to the
voicing distinction in medial position has been shown to have some perceptual
value; Lisker, 1978.) All possible cues have not been tested, and probably
never will be, but no potential cue has yet been found that could not be shown
to be an actual one.

A closely related generalization is that, while each cue is, by defini-
tion, more or less sufficient, none is truly necessary. The absence of any
single cue, no matter how seemingly characteristic of the phonetic category,
can be compensated for by others, not without some cost to naturalness or even
intelligibility, perhaps, but still to such an extent that the intended cate-
gory is, in fact, perceived. Thus, stops can be perceived without silent pe-
riods, fricatives without frication, vowels without formants, and tones with-
out pitch (Abramson, 1972; Inoue, 1984; Remez & Rubin, 1984; Repp, 1984;
Yeni-Komshian & Soli, 1981).

Yet another generalization is that even when several cues are present,
variations in one can, within limits, be compensated for bLy offsetting varia-
tions in another (Dorman, Raphael, & Liberman, 1979; Dorman, Studdert-Kennedy,
& Raphael, 1977; Hoffman, 1958; Howell & Rosen, 1983; Lisker, 1957; Summer-
field & Haggard, 1977). In the case of the contrast between fricative-vowel
and fricative-stop-vowel (as in [sa] vs. [sta]), investigators have found that
two important cues, silence and appropriate formant transitions, engage in
Jjust such a trading relation. That this bespeaks a true equivalence in
perception was shown by experiments in which the effect of variation in one
cue could, depending on its "direction," be made to "add to" or "cancel out"
the effect of the other (Fitch, Halwes, Erickson, & Liberman, 1980). Signif-
icantly, this effect can also be obtained with sine-wave analogues of speech,
but only for subjects who perceive these signals as speech, not for those who
perceive them as nonspeech tones (Best, Morrongiello, & Robson, 1981).
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Putting together all the generalizations about the multiplicity and vari-
ety of acoustic cues, we should conclude that there is simply no way to define
a phonetic category 1in purely acoustic terms. A complete list of the
cues——surely a cumbersome matter at best--is not feasible, for it would
necessarily include all the acoustic effects of phonetically distinctive
articulations, But even if it were possible to compile such a list, the re-
sult would not repay the effort, because none of the cues on the list could be
deemed truly essential., As for those cues that might, for any reason, be fi-
nally included, none could be assigned a characteristic setting, since the ef-
fect of changing it could be offset by appropriate changes in one or more of
the others. This surely tells us something about the design of the phonetic
module. For if phonetic categories were acoustic patterns, and if, according-
ly, phonetic perception were properly auditory, one should be able to describe
quite straightforwardly the acoustic basis for the phonetic category and its
associated percept. According to the motor theory, by contrast, one would ex-
pect the acoustic signal to serve only as a source of information about the
gestures; hence the gestures would properly define the category. As for the
perceptual equivalence among diverse cues that is shown by the trading rela-
tions, explaining that on auditory grounds requires ad hoc assumptions. But
if, as the motor theory would have it, the gesture is the distal object of
perception, we should not wonder that the several sources of information about
it are perceptually equivalent, for they are products of the same linguisti-
cally significant gesture.

A result of coarticulation: I. Segmentation in sound and percept.
Traditional phonetlc transcription represents utterances as single linear se-
quences of symbols, each of which stands for a phonetic category. It is an
issue among phonologists whether such transcriptions are really theoretically
adequate, and various alternative proposals have been made in an effort to
provide a better account. This matter need not concern us here, however,
since all proposals have in coammon that phonetic units of some description are
ordered from left to right. Same sort of segmentation is thus always implied,
and what theory must take into account is that the perceived phonetic object
is thus segmented.

Segmentation of the phonetic percept would be no problem for theory if
the proximal sound were segmented correspondingly. But it is not, nor can it
be, 1if speech is to be produced and perceived efficiently. To maintain a
straightforward relation in segmentation between phonetic unit and signal
would require that the sets of phonetic gestures corresponding to phonetic
units be produced one at a time, each in its turn. The obvious consequence
would be that each unit would became a syllable, in which case talkers could
speak only as fast as they could spell. A function of coarticulation is to
evade this limitation. There is an important consequence, however, which is
that there is now no straightforward correspondence in segmentation between
the phonetic and acoustic representations of the information (Fant, 1962;
Joos, 1948). Thus, the acoustic information for any particular phonetic unit
is typically overlapped, often quite thoroughly, with information for other
units, Moreover, the span over which that information extends, the amount of
overlap, and the number of units signalled within the overlapped portion all
vary according to the phonetic context, the rate of articulation, and the lan-
guage (Magen, 1984; Manuel & Krakow, 198“ Ohman, 1966; Recasens, 1984; Repp,
Liberman, Eccardt, & Pesetsky, 1978; Tuller, Harris, & Kelso, 1982).
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There are, perhaps, occasional stretches of the acoustic signal over
which there is information about only one phonetic unit--for example, in the
middle of the frication in a slowly articulated fricative-vowel syllable and
in vowels that are sustained for artificially long times. Such stretches do,
of course, offer a relation between acoustic patterns and phonetic units that
would be transparent if phonetic perception were merely auditory. But even in
these cases, the listener automatically takes account of, not just the trans-
parent part of the signal, but the regions of overlap as well (Mann & Repp,
1980, 1981; Whalen, 1981). Indeed, the general rule may be that the phonetic
percept is normally made available to consciousness only after all the rele-
vant acoustic information is in, even when earlier cues might have been suffi-
cient (Martin & Bunell, 1981, 1982; Repp et al., 1978).

What wants explanation, then, is that the percept is segmented in a way
that the signal is not, or, to put it another way, that the percept does not
mirror the overlap of information in the sound (cf. Fowler, 1984). The motor
theory does not provide a camplete explanation, certainly not in its present
state, but it does head the theoretical enterprise in the right direction. At
the very least, it turns the theorist away from the search for those unlikely
processes that an auditory theory would suggest: How listeners learn phonetic
labels for what they hear and thus re-interpret perceived overlap as sequences
of discrete units; or how discrete units emerge in perception from interac-
tions of a purely auditory sort. The first process seems implausible on its
face, the second because it presupposes that the function of the many kinds
and degrees of coarticulation is to produce just those combinations of sounds
that will interact in accordance with language-independent characteristics of
the auditory system. In contrast, the motor theory begins with the assumption
that coarticulation, and the resulting overlap of phonetic information in the
acoustic pattern, is a consequence of the efficient processes by which dis-
crete phonetic gestures are realized in the behavior of more or less indepen-
dent articulators. The theory suggests, then, that an equally efficient
perceptual process might use the resulting acoustic pattern to recover the
discrete gestures.

A result of coarticulation: II. Different sounds, different contexts,
same percept. That the phonetic percept is invariant even when the relevant

acoustic cue is not was the characteristic relation between percept and sound
that we took as an example in the first section, There, we observed that
variation in the acoustic pattern results from overlapping of putatively
invariant gestures, an observation that, as we remarked, points to the ges-
ture, rather than the acoustic pattern itself, as the object of perception.
We now add that the articulatory variation due to context is pervasive: in
the acoustic representation of every phonetic category yet studied there are
context-conditioned portions that contribute to perception and that must,
therefore, be taken into account by theory., Thus, for stops, nasals, frica-
tives, liquids, semivowels, and vowels, the always context-sensitive transi-
tions are cues (Harris, 1958; Jenkins, Strange, & Edman, 1983; Liberman et
al,, 1954; O'Connor, Gerstman, Liberman, Delattre, & Cooper, 1957; Strange,
Jenk ins, & Johnson, 1983). For stops and fricatives, the noises that are pro-
duced at the point of constriction are also known to be cues, and, under some
circumstances at least, these, too, vary with context (Dorman et al., 1977;
Liberman et al,, 1952; Whalen, 1981),
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:1 An auditory theory that accounts for invariant perception in the face of
N so much variation in the signal would require a long list of apparently arbi-

trary assumptions. For a motor theory, on the other hand, systematic stimulus
variation is not an obstacle to be circumvented or overcome in some arbitrary
way; it is, rather, a source of information about articulation that provides
important guidance to the perceptual process in determining a representation
of the distal gesture.
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A result of coarticulation: III. Same sound, different contexts, dif-
ferent percepts. When phonetic categories share one feature but differ in an-
other, the relation between acoustic pattern and percept speaks, again, to the
motor theory and its alternatives., Consider, once more, the fricative [s] and
the stop {t] in the syllables [sa] and [sta]. In synthesis, the second- and
third-formant transitions can be the same for these two categories, since they
have the same place of articulation; and the first-formant transition, normal-
ly a cue to manner, can be made ambiguous between them. For such stimuli, the
perception of [sta] rather than [sa] depends on whether there is an interval
of silence between the noise for the [s] and the onsets of the transitions.

Data relevant to an interpretation of the role of silence in thus produc-
ing different percepts from the same transition come from two kinds of experi-
ments. First are those that demonstrate the effectiveness of the transitions
as cues for the place feature of the fricative in fricative-vowel syllables
(Harris, 1958). The transitions are not, therefore, masked by the noise of
the [s] friction, and thus the function of silence in a stop is not, as it
might be in an auditory theory, to protect the transitions from such masking,
The second kind of experiment deals with the possibility of a purely auditory
interaction--in this case, between silence and the formant transitions., Among
the findings that make su..a auditory interaction seem unlikely is that silence
affects perception of the formant transitions differently in and out of speech
context and, further, that the effectiveness of silence depends on such fac-
tors as continuity of talker and prosody (Dorman et al., 1979; Rakerd, Decho-
vitz, & Verbrugge, 1982). But perhaps the most direct test for auditory
interaction is provided by experiments in which such interaction is ruled out
by holding the acoustic context constant., This can be done by exploiting "du-
plex perception,” a phenomenon to be discussed in greater detail in the next
section. Here it is appropriate to say only that duplex perception provides a
way of presenting acoustic patterns so that, in a fixed context, listeners
hear the same second- or third-formant transitions in two phenomenally differ-
ent ways simultaneously: as nonspeech chirps and as cues for phonetic cate-
gories, The finding is that the presence or absence of silence determines
whether formant transitions appropriate for (t] or for [p], for example, are
integrated into percepts as different as stops and fricatives; but silence has
no effect on the perception of the nonspeech chirps that these same transi-
tions produce (Liberman, Isenberg, & Rakerd, 1981). Since the latter result
eliminates the possibility of auditory interaction, we are left with the ac-
count that the motor theory would suggest: that silence acts in the special-
ized phonetic mode to inform the listener that the vocal tract was completely
closed to produce a stop consonant, rather than merely constricted to produce

w
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'E: a fricative. It follows, then, that silence will, by its presence or absence,
13 determine whether identical transitions are cues in percepts that belong to
) the one manner or the other.
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An acoustic signal diverges to phonetic and auditory modes. We noted
earlier that a formant transition is perceptually very different depending on
whether it 1is perceived in the auditory mode, where it sounds like a chirp, or
in the phonetic mode, where it cues a "nonchirpy" consonant. Of course, the
comparison is not entirely fair, since acoustic context is not controlled:
the transition is presented in isolation in the one case, but as an element of
a larger acoustic pattern in the other. We should, therefore, call attention
to the fact that the same perceptual difference is obtained even when, by re-
sort to a special procedure, acoustic context is held constant (Liberman,
1979; Rand, 1974). This procedure, which produces the duplex percept referred
to earlier, goes as follows, All of an acoustic syllable except only the for-
mant transition that decides between, for example, ([da] and [ga] is presented
to one ear. By itself, this pattern, called the "base," sounds like a
stop-vowel syllable, ambiguous between [da] and [gal]. To the other ear is
presented one or the other of the transitions appropriate for (d] or [g]. In
isolation, these sound like different chirps. Yet, when base and transition
are presented dichotically, and in the appropriate temporal relationship, they
give rise to a duplex percept: [da] or [ga], depending on the transition,
and, simultaneously, the appropriate chirp. (The fused syllable appears to be
in the ear to which the base had been presented, the chirp in the other.)

Two related characteristics of duplex perception must be emphasized. One
is that it is obtained only when the stimulus presented to one ear is, like
the "chirpy" transition, of short duration and extremely unspeechlike in
quality. If that condition is not met, as, for example, when the first two
formants are presented to one ear and the entire third formant to the other,
perception is not duplex. It is, on the contrary, simplex; one hears a coher-
ent syllable in which the separate camponents cannot be apprehended. (A very
different result is obtained when two components of a musical chord are
presented to one ear, a third component to the other. In that case, listeners
can respond to the third component by itself and also to that component com-
bined with the first two [Pastore, Schmuckler, Rosenblum, & Szczesiul, 1983].)

The other, closely related characteristic of duplex perception is that it
is precisely duplex, not triplex. That is, listeners perceive the nonspeech
chirp and the fused syllable, but they do not also perceive the base--i.e.,
the syllable, minus one of the formant transitions--that was presented to one
ear (Repp, Milburn, & Ashkenas, 1983). (In the experiment with musical chords
by Pastore et al., referred to just above, there was no test for duplex, as
distinguished from triplex, perception.)

SERAL WY

The point is that duplex perception does not simply reflect the ability Lmint

of the auditory system to fuse dichotically presented stimuli and also, as in il}}}ﬁ}
the experiment with the chords, to keep them apart. Rather, the duplex .;gga;
percepts of speech comprise the only two ways in which the transition, for '~J“; :
example, can be heard: as a cue for a phonetic gesture and as a nonspeech ‘.

sound. These percepts are strikingly different, and, as we have already seen, fi\a =
they change in different, sometimes contrasting ways in response to varliations ‘{\1\f<5

in the acoustic signals--variations that must have been available to all R
structures in the brain that can process auditory information. A reasonable f}{j{{{i
conclusion is that there must be two modules that can somehow use the same in- ;::L:}:
put to produce simultaneous representations of two distal objects. (For
speculation about the mechanism that normally prevents perception of this eco- AT A Y
logically impossible situation, and about the reason why that highly adaptive A
mechanism might be defeated by the procedures used to produce duplex percep- .:\jx;x:
tion, see Mattingly & Liberman, 1985.) :::r:::é
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Acoustic and optical signals converge on the phonetic mode. Ir duplex
perception, a single acoustic stimulus 1is processed simultaneously by the
phonetic and auditory modules to produce perception of two distal objects: a
phonetic gesture and a sound. In the phenomenon to which we turn now, some-
thing like the opposite occurs: two different stimuli--one acoustic, the oth-
er optical--are combined by the phonetic module to produce coherent perception
of a single distal event. This phenomenon, discovered by McGurk and McDonald
(1976), can be illustrated by this variant on their original demonstration.
Subjects are presented acoustically with the syllables [bal, [ba], [ba] and
optically with a face that, in approximate synchrony, silently articulates
{be], [ve], [3c]. The resulting and campelling percept is [bal, [val, [3a],
with no awareness that it is in any sense bimodal--that is, part auditory and
part visual. According to the motor theory, this is so because the perceived
event 1is neither; it is, rather, a gesture. The proximal acoustic signal and
the proximal optical signal have in common, then, that they convey information
about the same distal object. (Perhaps a similar convergence is implied by
the finding that units in the optic tectum of the barn owl are bimodally sen-
sitive to acoustic and optical cues for the same distal property, location in
space; Knudsen, 1982).

- Even prelinguistic infants seem to have some appreciation of the relation
il between the acoustic and optical consequences of phonetic articulation. This
= is to be inferred from an experiment in which it was found that infants at
a four to five months of age preferred to look at a face that articulated the
o vowel they were hearing rather than at the same face articulating a different
s vowel (Kuhl & Meltzoff, 1982). Significantly, this result was not obtained
when the sounds were pure tones matched in amplitude and duration to the vow-
els. In a related study it was found that infants of a similar age looked
longer at a face repeating the disyllable they were hearing than at the same
face repeating another disyllable, though both disyllables were carefully syn-
chronized with the visible articulation (MacKain, Studdert-Kennedy, Spieker, &
Stern, 1983). Like the results obtained with adults in the McGurk-MacDonald
kind of experiment, these findings with infants imply a perception-production
link and, accordingly, a common mode of perception for all proper information
about the gesture.

The general characteristics that cause acoustic signals to be perceived
as speech, The point was made in an earlier section that acoustic definitions
of phonetic contrasts are, in the end, unsatisfactory. Now we would suggest
that acoustic definitions also fail for the purpose of distinguishing in gen-
eral between acoustic patterns that convey phonetic structures and those that
do not. Thus, speech cannot be distinguished from nonspeech by appeal to sur-
face properties of the sound. Surely, natural speech does have certain
characteristics of a general and superficial sort--for example, formants with
characteristic bandwidths and relative intensities, stretches of waveform
periodicities that typically mark the voiced portion of syllables, peaks of
intensity corresponding approximately to syllabic rhythm, etc.--and these can
be used by machines to detect speech, But research with synthesizers has
shown that speech is perceived even when such general characteristics are ab-
sent. This was certainly true in the case of many of the acoustic patterns
that were used in work with the Pattern Playback synthesizer, and more recent-
ly it has been shown to be true in the most extreme case of patterns consist-
ing only of sine waves that follow natural formant trajectories (Remez, Rubin,
Pisoni, & Carrell, 1981). Significantly, the converse effect i{s also ob-
tained. When reasonably normal formants are made to deviate into acoustically
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continuous but abnormal trajectories, the percept breaks into two categorical-
ly distinct parts: speech and a background of chirps, glissandi, and assorted
noises (Liberman & Studdert-Kennedy, 1978). Of course, the trajectories of
the formants are determined by the movements of the articulators, Evidently,
those trajectories that conform to possible articulations engage the phonetic
module; all others fail.

We conclude that acoustic patterns are identified as speech by reference
to deep properties of a linguistic sort: if a sound can be "interpreted" by
the specialized phonetic module as the result of linguistically significant
gestures, then it is speech; otherwise, not. (In much the same way, grammati-
cal sentences can be distinguished from ungrammatical ones, not by lists of
surface properties, but only by determining whether or not a grammatical
derivation can be given.) Of course, the kind of mechanism such an "interpre-
tation" requires is the kind of mechanism the motor theory presumes.

Phonetic and auditory responses to the cues. Obviously, a module that
acts on acoustic signals cannot respond beyond the physiological limits of
those parts of the auditory system that transmit the signal to the module.
Within those limits, however, different modules can be sensitive to the sig-
nals in different ways. Thus, the auditory-localization module enables
listeners to perceive differences in the position of sounding objects given
temporal disparity cues smaller by several orders of magnitude than those re-
quired to make the listener aware of temporal disparity as such (Brown &
Deffenbacher, 1979, Chap. 7; Hirsh, 1959). If there is, as the motor theory
implies, a distinct phonetic module, then in like manner its sensitivities
should not, except by accident, be the same as those that characterize the
module that deals with the sounds of nonspeech events,

In this connection, we noted in the first section of the paper that one
form of auditory theory of speech perception points to auditory
discontinuities in differential sensitivity (or in absolute identification),
taking these to be the natural bases for the perceptual discontinuities that
characterize the boundaries of phonetic categories, But several kinds of
experiments strongly imply that this is not so.

One kind of experiment has provided evidence that the perceptual
discontinuities at the boundaries of phonetic categories are not fixed; rath-
er, thsy move in accordance with the acoustic consequences of articulatory
adjustments associated with phonetic context, dialect, and rate of speech.
(For =2 review, see Repp & Liberman, in press.) To account for such articula-
tion-correlated changes in perceptual sensitivities by appeal to auditory pro-
cesses requires, yet again, an ultimately countless set of ad hoc assumptions
about auditory interactions, as well as the implausible assumption that the
articulators are always able to behave so as to produce just those sounds that
conform to the manifold and complex requirements that the auditory interac-
tions impose. It seems hardly more plausible that, as has been suggested, the
discontinuities in phonetic perception are really auditory discontinuities
that were caused to move about in phylogenetic or ontogenetic development as a
result of experience with speech (Aslin & Pisoni, 1980). The difficulty with
this assumption is that it presupposes the very canonical form of the cues
that does not exist (see above) and, also, that it implies a contradiction in
assuming, as it must, that the auditory sensitivities underwent changes in the
development of speech, yet somehow also remained unchanged and nonetheless
manifest in the adult's perception of nonspeech sounds.
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: Perhaps this is the place to remark about categorical perception that the
t“ issue 1s not, as is often supposed, whether nonspeech continua are categori-
cally perceived, for surely some do show tendencies in that direction. The
issue is whether, given the same (or similar) acoustic continua, the auditory
and phonetic boundaries are in the same place. If there are, indeed, auditory
boundaries, and if, further, these boundaries are replaced in phonetic percep-
tion by boundaries at different 1locations (as the experiments referred to
above do indicate), then the separateness of phonetic and auditory perception
is even more strongly argued for than if the phonetic boundaries had appeared
on continua where auditory boundaries did not also exist.

Also relevant to comparison of sensitivity in phonetic and auditory modes
are experiments on perception of acoustic variations when, in the one case,
they are cues for phonetic distinctions, and when, in some other, they are
perceived as nonspeech., One of the earliest of the experiments to provide da-
ta about the nonspeech side of this comparison dealt with perception of fre-
quency-modulated tones--or '"ramps" as they were called--that bear a close
resemblance to the formant transitions. The finding was that listeners are
considerably better at perceiving the pitch at the end of the ramp than at the
beginning (Brady, House, & Stevens, 1961). Yet, in the case of stop conso-
nants that are cued by formant transitions, perception is better syllable-ini-
tially than syllable-finally, though in the former case it requires informa-
tion about the beginning of the ramp, while in the latter it needs to know
about the end. Thus, if one were predicting sensitivity to speech from
sensitivity to the analogous nonspeech sounds, one would make exactly the
wrong predictions. More recent studies have made more direct comparisons and
found differences in discrimination functions when, in speech context, formant
transitions cued place distinctions among stops and liquids, and when, in iso-
. lation, the same transitions were perceived as nonspeech sounds (Mattingly et
- al., 1971; Miyawaki, Strange, Verbrugge, Liberman, Jenkins, & Fujimura, 1975).

o

.
-

<
“
)

- More impressive, perhaps, is evidence that has come from experiments in
. which listeners are induced to perceive a constant stimulus in different ways.

Here belong experiments in which sine-wave analogues of speech, referred to

earlier, are presented under conditions that cause some listeners to perceive

them as speech and others not. The perceived discontinuities lie at different

places (on the acoustic continuum) for the two groups (Best et al., 1981; Best
) & Studdert-Kennedy, 1983; Studdert-Kennedy & Williams, 1984; Williams,
- Verbrugge, & Studdert-Kennedy, 1983). Here, too, belongs an experiment in
which the formant-transitions appropriate to a place contrast between stop
consonants are presented with the remainder of a syllable in such a way as to
produce the duplex percept referred to earlier: the transitions cue a stop
K consonant and, simultaneously, nonspeech chirps. The result is that listeners
- yield quite different discrimination functions for exactly the same formant
2 transitions in exactly the same acoustic context, depending on whether they
are responding to the speech or nonspeech sides of the duplex percept; only on
the speech side of the percept is there a peak in the discrimination function
to mark a perceptual discontinuity at the phonetic boundary (Mann & Liberman,

1983).
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ll‘

Finally, we note that, apart from differences in differential sensitivity

to the transitions, there 1is also a difference iIn absolute-threshold

5 sensitivity when, in the one case, these transitions support a phonetic per-
cept, and when, in the other, they are perceived as nonspeech chirps.
Exploiting, again, the phenomenon of duplex perception, investigators found

78
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that the transitions were effective (on the speech side of the percept) in
cueing the contrast between stops at a level of intensity 18 db lower than
that required for comparable discrimination of the chirps (Bentin & Mann,
1983). At that level, indeed, listeners could not even hear the chirps, let
alone discriminate them; yet they could still use the transitions to identify
the several stops.

)
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The Several Aspects of the Theory

.

For the purpose of evaluating the motor theory, it is important to sepa-
rate it into its more or less independent parts. First, and fundamentally,
there is the claim that phonetic perception is perception of gesture. As we
have seen, this claim is based on evidence that the linvariant source of the
phonetic percept is somewhere in the processes by which the sounds of speech
are produced. In the first part of this section we will consider where in
those processes the invariant might be found.

‘ The motor theory also implies a tight link between perception and produc-
e tion. In the second part of this section we will ask how that link came to
be.

ot Where is the Invariant Phonetic Gesture? A phonetic gesture, as we have
- construed it, is a class of movements by one or more articulators that results
N in a particular, linguistically significant deformation, over time, of the vo-
- cal-tract configuration. The linguistic function of the gesture is clear
N enough: phonetic contrasts, which are of course the basis of phonological
categories, depend on the choice of one particular gesture rather than anoth-
er, What is not so clear is how the gesture relates to the actual physical
movements of articulators and to the resulting vocal-tract configurations, ob-
served, for example, in x-ray films,

. In the early days of the motor theory, we made a simplifying assumption
about this relation: that a gesture was effected by a single key articulator.
On this assumption, the actual movement trajectory of the articulator might
vary, but only because of aerodynamic factors and the physical linkage of this
articulator with others, so the neural commands in the final common paths
(observable with electromyographic techniques) would nevertheless be invariant
across different contexts. This assumption was appropriate as an Iinitial
working hypothesis, if only because it was directly testable. In the event,
there proved be a considerable amount of variability that the hypothesis could
not account for.

.
UM

. In formulating this initial hypothesis, we had overlooked several serious
ﬂ‘ complications, One is that a particular gesture typically involves not just
’ one articulator, but two or more; thus "lip rounding," for example, is a
collaboration of lower 1lip, upper lip, and jaw., Another is that a single
articulator may participate in the execution of two different gestures at the
same time; thus, the lips may be simultaneously rounding and closing in the
production of a labial stop followed by a rounded vowel, e.g., [bul. Prosody
makes additional complicating demands, as when a greater displacement of some
or all of the active articulators is required in producing a stressed syllable
rather than an unstressed one; and linguistically irrelevant factors, notably
speak ing rate, affect the trajectory and phasing of the component movements.
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These camplications might suggest that there is little hope of providing
a rigorous physical definition of a particular gesture, and that the gestures
are hardly more satisfactory as perceptual primitives than are the acoustic
cues, It might, indeed, be argued that there is an infinite number of possi-
ble articulatory movements, and that the basis for categorizing one group of
such movements as "lip rounding" and another as "lip closure" is entirely a

priori,

But the case for the gesture is by no means as weak as this, Though we
have a great deal to learn before we can account for the variation in in-
stances of the same gesture, it is nonetheless clear that, despite such varia-
tion, the gestures have a virtue that the acoustic cues lack: instances of a
particular gesture always have certain topological properties not shared by
any other gesture. That is, for any particular gesture, the same sort of dis-
tinctive deformation is imposed on the current vocal-tract configuration,
whatever this "underlying" configuration happens to be. Thus, in lip round-
ing, the lips are always slowly protruded and approximated to some appreciable
extent, so that the anterior end of the vocal tract is extended and narrowed,
though the relative contributions of the tongue and lips, the actual degrees
of protrusion and approximation, and the speed of articulatory movement vary
according to context. Perhaps this example seems obvious because lip rounding
involves a local deformation of the vocal-tract configuration, but the gener-
alization also applies to more global gestures. Consider, for example, the
gesture required to produce an "open" vowel., In this gesture, tongue, lips,
jaw, and hyoid all participate to contextually varying degrees, and the actual T
distance between the two lips, as well as that between the tongue blade and L
body and the upper surfaces of the vocal tract, are variable; but the goal is ROV
always to give the tract a more open, horn-shaped configuration than it would '[ |
otherwise have had. R

.
f
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We have pointed out repeatedly that, as a consequence of gestural
overlapping, the invariant properties of a particular gesture are not manifest
in the spectrum of the speech signal. We would now caution that a further
consequence of this overlapping is that, because of their essentially topolog-
ical character, the gestural invariants are usually not obvious from inspec-
tion of a single static vocal-tract configuration, either. They emerge only
from consideration of the configuration as it changes over time, and from
camparison with other configurations in which the same gesture occurs in dif-
ferent contexts, or different gestures in the same context.

We would argue, then, that the gestures do have characteristic invariant
properties, as the motor theory requires, though these must be seen, not as
peripheral movements, but as the more remote structures that control the move-
ments. These structures correspond to the speaker's intentions. What is far IR
from being understood is the nature of the system that computes the topologi-
cally appropriate version of a gesture in a particular context. But this :
problem is not peculiar to the motor theory; it is familiar to many who study RN

the control and coordination of movement, for they, like us, must consider ﬂnﬁ&j\'
whether, given context-conditioned variability at the surface, motor acts are ?\ug¢:.
nevertheless governed by invariants of some sort (Browman & Goldstein, 1985; SN
Fowler, Rubin, Remez, & Turvey, 1980; Tuller & Kelso, 1984; Turvey, 1977). N

k.

The Origin of the Perception-Production Link. In the earliest accounts
of the motor theory, we put considerable attention on the fact that listeners
not only perceive the speech signal but also produce it. This, together with
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doctrinal behaviorist considerations, led us to assume that the connection be-
tween perception and production was formed as a wholly learned association,
and that perceiving the gesture was a matter of picking up the sensory conse-
quences of covert mimicry. On this view of the genesis of the percep-
tion-production link, the distinguishing characteristic of speech is only that
it provides the opportunity for the link to be established. Otherwise, ordi-
nary principles of associative learning are adequate to the task; no speciali-
zation for language is required.

But then such phenomena as have been described in this paper were discov-
ered, and it became apparent that they differed from anything that association
- learning could reasonably be expected to produce. Nor were these the only
;; relevant considerations. Thus, we learned that people who have been patholog-
L ically incapable from birth of controlling their articulators are nonetheless
. able to perceive speech (MacNeilage, Rootes, & Chase, 1967). From the re-
search pioneered by Eimas, Siqueland, Jusczyk, and Vigorito (1971), we also

] learned that prelinguistic infants apparently categorize phonetic distinctions
3 much as adults do. More recently, we have seen that even when the distinction
is not functional in the native language of the subjects, and when, according-

- ly, adults have trouble perceiving it, infants nevertheless do quite well up
to about one year of age, at which time they begin to perform as poorly as
adults (Werker & Tees, 1984)., Perhaps, then, the sensitivity of infants to
the acoustic consequences of linguistic gestures includes all those gestures
that could be phonetically significant in any language, acquisition of one's
native language being a process of losing sensitivity to gestures it does not
use, Taking such further considerations as these into account, we have become
" even more strongly persuaded that the phonetic mode, and the percep-

tion-productiun link it incorporates, are innately specified. 'F,”j
R ;_"-_ g NG
. EAAC A
ot Seen, then, as a view about the biology of language, rather than a com- t‘;};z;f
. ment on the coincidence of speaking and listening, the motor theory bears at gyﬂt:}}
< several points on our thinking about the development of speech perception in Mf\; JC:

the child. Consider, first, a linguistic ability that, though seldom noted A

(but see Mattingly, 1976), must be taken as an important prerequisite to
acquiring the phonology of a language. This is the ability to sort acoustic
patterns into two classes: those that contain (candidate) phonetic structures
and those that do not. (For evidence, however indirect, that infants do so .
sort, see Alegria & Noirot, 1982; Best, Hoffman, & Glanville, 1982; Entus, "
1977; Molfese, Freeman, & Palermo, 1975; Segalowitz & Chapman, 1980; Witelson,
1977; but see Vargha-Khadem & Corballis, 1979). To appreciate the bearing of
' the motor theory on this matter, recall our claim, made in an earlier section,
» that phonetic objects cannot be perceived as a class by reference to acoustic
. stigmata, but only by a recognition that the sounds might have been produced
T by a vocal tract as it made linguistically significant gestures. If so, the
P perception-production link is a necessary condition for recognizing speech as
speech. It would thus be a blow to the motor theory if it could be shown that
infants must develop empirical criteria for this purpose. Fortunately for the
theory, such criteria appear to be unnecessary.
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j. Consider, too, how the child comes to know, not only that phonetic struc-
tures are present, but, more specifically, just what those phonetic structures
are. In this connection, recall that information about the string of phonetic
% segments 1is overlapped in the sound, and that there are, accordingly, no
~ acoustic boundaries. Until and unless the child (tacitly) appreciates the
o gestural source of the sounds, it can hardly be expected to perceive, or ever

a1

S N N S L S 2L TN IO AN N DD AN
‘-'*‘ "‘S 'y / -' w " A s i e R R R AR




S e P T o O e g T PV S O e T S ST o-up

Liberman & Mattingly: The Motor Theory of Speech Perception Revised

learn to perceive, a phonetic structure. Recall, too, that the acoustic cues
for a phonetic category vary with phonetic factors such as context and with
extra-phonetic factors such as rate and vocal-tract size. This is to say,
once again, that there is no canonical cue. What, then, is the child to
learn? Association of some particular cue (or set of cues) with a phonetic
category will work only for a particular circumstance. When circumstances
change, the child's identification of the category will be wrong, sometimes
grossly, and it 1is hard to see how it could readily make the appropriate
correction. Perception of the phonetic categories can properly be generalized
only if the acoustic patterns are taken for what they really are: information
about the underlying gestures. No matter that the child sometimes mistakes
the phonological significance of the gesture, so long as that which is per-
ceived captures the systematic nature of its relation to the sound; the
phonology will come in due course, To appreciate this relation is, once
again, to make use of the link between perception and production.

How "Direct" is Speech Perception?

Since we have been arguing that speech perception is accomplished without
cognitive translation fram a first-stage auditory register, our position might
appear similar to the one Gibson (1966) has taken in regard to "direct percep-
tion." The similarity to Gibson's views may seem all the greater because, like
him, we believe that the object of perception is motoric. But there are im-
portant differences, the bases for which are to be seen in the following
passage (Gibson, 1966, p. 94):

An articulated utterance 1s a source of a vibratory field in the
air. The source is biologically 'physical' and the vibration is
acoustically 'physical'., The vibration is a potential stimulus,
becoming effective when a listener is within range of the vibratory
field. The listener then perceives the articulation because the
invariants of vibration correspond to those of articulation. 1In
this theory of speech perception, the units and parts of speech are
present both in the mouth of the speaker and in the air between the
speaker and listener. Phonemes are in the air. They can be consid-
ered physically real if the higher-order invariants of sound waves
are admitted to the realm of physics.

The first difference between Gibson's view and ours relates to the nature
of the perceived events, For Gibson, these are actual movements of the
articulators, while for us, they are the more remote gestures that the speaker
intended. The distinction would be trivial if an articulator were affected by
only one gesture at a time, but, as we have several times remarked, an articu-
latory movement is usually the result of two or more overlapping gestures,
The gestures are thus control structures for the observable movements.

The second difference is that, unlike Gibson, we do not think articulato-
ry movements (let alone phonetic structures) are given directly (that is,
without computation) by "higher-order invariants™ that would be plain if only
we had a biologically appropriate science of physical acoustics. We would
certainly welcome any demonstration that such invariants did exist, since,
even though articulatory movement 1is not equivalent to phonetic structure,
such a demonstration would permit a simpler account of how the phonetic module
works. But no higher-order invariants have thus far been proposed, and we
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o doubt that any will be forthcoming. We would be more optimistic on this score
if it could be shown, at least, that articulatory movements can be recovered
from the signal by computations that are purely analytic, if nevertheless cam-
plex. One might then hope to reformulate the relationship between movements
A and signal irn a way that would make it possible to appeal to higher-order
invariants and thus obviate the need for computation. But, given the
", many-to-one relation between vocal-tract configurations and acoustic signal, a
purely analytic solution to the problem of recovering movements from the sig-
nal seems to be impossible unless one makes unrealistic assumptions about
excitation, damping, and other physical variables (Sondhi, 1979). We there-
. fore remain skeptical about higher-order invariants.

The alternative to an analytic account of speech perception is, of
course, a synthetic one, in which case the module compares some parametric
description of the input signal with candidate signal descriptions. As with
any form of "analysis-by-synthesis" (cf. Stevens & Halle, 1967), such an ac-

g count is plausible only if the number of candidates the module has to test can
be kept within reasonable bounds. This requirement is met, however, if, as we
suppose, the candidate signal descriptions are computed by an analog of the
production process--an internal, innately specified vocal-tract synthesizer,
as it were (Liberman, Mattingly, & Turvey, 1972; Mattingly & Liberman,
1969 )--that incorporates complete information about the anatomical and physio-
logical characteristics of the vocal tract and also about the articulatory and
. acoustic consequences of linguistically significant gestures. Further con-
% straints become available as experience with the phonology of a particular
: language reduces the inventory of possible gestures and provides information
v about the phonotactic and temporal restrictions on their occurrence. The mod-
ule has then merely to determine which (if any) of the small number of ges-
tures that might have been initiated at a particular instant could, in combi-
nation with gestures already in progress, account for the signal.
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Thus, we would claim that the processes of speech perception are, like
other linguistic processes, inherently computational and quite indirect. If
perception seems nonetheless immediate, it Is not because the process is in
: fact straightforward, but because the module is so well-adapted to its complex
3 task.

;. The Motor Theory and Modularity

In attributing speech perception to a "module," we have in mind the no-
- tion of modularity proposed by Fodor (1983). A module, for Fodor, is a piece
of neural architecture that performs the special computations required to pro-
vide central cognitive processes with representations of objects or events be-
longing to a natural class that is ecologically significant for the organism,
This class, the "domain" of the module, is apt also to be "eccentric," for the
domain would be otherwise merely a province of some more general domain, for
which another module must be postulated anyway. Besides domain-specificity
<.1d specialized neural architecture, a module has other characteristic proper-
ties. Because the perceptual process it controls is not cognitive, there is
little or no possibility of awareness of whatever computations are carried on
within the module ("limited central access"). Because the module is special-
ized, it has a "shallow" output, consisting only of rigidly definable, do-
main-relevant representations; accordingly, it processes only the domain-rele- e )
vant information in the input stimulus. Its computations are thus much faster ORSANAN
than those of the less specialized processes of central cognition, Because of ei-\i :
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the ecological importance of its domain for the organism, the operation of the
module is not a matter of choice, but "mandatory"; for the same reason, its
computations are "informationally encapsulated,” that is, protected from cog-
nitive bias.

Most psychologists would agree that auditory localization, to return to
an example we have mentioned several times, is controlled by specialized pro-
cesses of some noncognitive kind. They might also agree that its properties
are those that Fodor assigns to modules, At all events, they would set audi-
tory 1localization apart from such obviously cognitive activities as playing
chess, proving theorems, and recognizing a particular chair as a token of the
type called "chair.," As for perception of language, the consensus is that it
qualifies as a cognitive process par excellence, modular only in that it is
supported by the mechanisms of the auditory modality. But in this, we and
Fodor would argue, the consensus is doubly mistaken: the perception of lan-
guage 1s neither cognitive nor auditory. The events that constitute the do-
main of linguistic perception, however they may be defined, must certainly be
an ecologically significant natural class, and it has been recognized since
Broca that linguistic perception 1is associated with specialized neural
architecture. Evidently, linguistic perception is fast and mandatory; argu-
ably, it is informationally encapsulated~-that is, its phonetic, morphological
and syntactic analyses are not biassed by knowledge of the world--and its out-
put is shallow--that is, it produces a linguistic description of the utter-
ance, and only this, These and other considerations suggest that, like audi-
tory localization, perception of language rests on a specialization of the
kind that Fodor calls a module.

The data that have led us in the past to claim that "speech is special"
and to postulate a "speech mode" of perception can now be seen to be consist-
ent with Fodor's claims about modularity, and especially about the modularity
of language. (What we have been calling a phonetic module is then more prop-
erly called a linguistic module.) Thus, as we have noted, speech perception
uses all the information in the stimulus that is relevant to phonetic struc-
tures: every potential cue proves to be an actual cue. This holds true even
across modalities: relevant optical information combines with relevant acous-
tic information to produce a coherent phonetic percept in which, as in the
example described earlier, the bimodal nature of the stimulation is not
detectable. In contrast, irrelevant information in the stimulus is not used:
the acoustic properties that might cause the transitions to be heard as chirps
are ignored--or perhaps we should say that the auditory consequences of those
properties are suppressed--when the transitions are in context and the
linguistic module is engaged. The exclusion of the irrelevant extends, of
course, to stimulus information about voice quality, which helps to identify
the speaker (perhaps by virtue of some other module) but has no phonetic im-
portance, and even to that extraphonetic information which might have been
supposed to help the listener distinguish sounds that contain phonetic struc-
tures from those that do not. As we have seen, even when synthetic speech
lacks the acoustic properties that would make it sound natural, it will be
treated as speech if it contains sufficiently coherent phonetic information.
Moreover, it makes no difference that the listener knows, or can determine on
auditory grounds, that the stimulus was not humanly produced; because linguis-
tic perception is informationally encapsulated and mandatory, the listener
will hear synthetic speech as speech,
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% As might be expected, the linguistic module is also very good at exclud-
Q ing from consideration the acoustic effects of unrelated objects and events in
the environment; the resistance of speech perception to noise and distortion
is well known. These other objects and events are still perceived, because
they are dealt with by other modules, but they do not, within surprisingly

:f wide limits, interfere with speech perception (cf, Darwin, 1984). On the oth-
.. er hand, the module is not necessarily prepared for non-ecological conditions,
N as the phenomenon of duplex perception illustrates. Under the conditions of

duplex perception the module makes a mistake it would never normally make: it
treats the same acoustic information both as speech and as nonspeech. And,

ﬂ being an informationally encapsulated and mandatorily operating mechanism, it
. keeps on making the same mistake, whatever the knowledge or preference of the
s listener.

Our claim that the invariants of speech perception are phonetic gestures
is much easier to reconcile with a modular account of linguistic perception
than with a cognitive account. On the latter view, the gestures would have to
be inferred from an auditory representation of the signal by some cognitive
process, and this does not seem to be a task that would be particularly conge-
nial to cognition. Parsing a sentence may seem to bear some distant
resemblance to the proving of theorems, but disentangling the mutually
confounding auditory effects of overlapping articulations surely does not, It
is thus quite reasonable for proponents of a cognitive account to reject the
possibility that the invariants are motoric and to insist that they are to be
found at or near the auditory surface, heuristic matching of auditory tokens
to auditory prototypes being perfectly plausible as a cognitive process.

Such difficulties do not arise for our claim on the modular account. Ir
the invariants of speech are phonetic gestures, it merely makes the domain of
= linguistic perception more suitably eccentric; if the invariants were audi-
- tory, the case for a separate linguistic module would be the less compelling.
- Moreover, computing these invariants from the acoustic signal is a task for
which there is no obvious parallel among cognitive processes, What is re-
quired for this task is not a heuristic process that draws on some general
cognitive ability or on knowledge of the world, but a special-purpose camputa-
tional device that relates gestural properties to the acoustic patterns.

It remains, then, to say how the set of possible gestures 1is specified
for the perceiver, Does it depend on tacit knowledge of a kind similar, per-
haps, to that which is postulated by Chomsky to explain the universal con-
straints on syntactic and phonological form? We think not, because knowledge
of the acoustic-phonetic properties of the vocal tract, unlike other forms of
tacit knowledge, seems to be totally inaccessible: no matter how hard they
- try, even post-perceptually, listeners cannot recover aspects of the proc-
. ess--for example, the acoustically different transitions--by which they might
have arrived at the distal object. But, surely, this is just what one would
expect iIf the specification of possible vocal-tract gestures is not tacit
knowledge at all, but rather a direct consequence of the eccentric properties
of the module itself, As already indicated, we have in earlier papers sug-
gested that speech perception is accomplished by virtue of a model of the vo-
cal tract that embodies the relation between gestural properties and acoustic
- information, Now we would add that this model must be part of the very struc-
S ture of the language module, In that case, there would be, by Fodor's ac-
" count, an analogy with all other linguistic universals,
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Perception and Production: One Module or Two?

For want of a better word, we have spoken of the relation between speech
perception and speech production as a "link," perhaps implying thereby that
these two processes, though tightly bonded, are nevertheless distinct. Much
the same implication 1is carried, more generally, by Fodor's account of
modularity, if only because his attention is almost wholly on perception. We
take pains, therefore, to disown the implication of distinctness that our own
remarks may have conveyed, and to put explicitly in its place the claim that,
for language, perception and production are only different sides of the same
coin,

To make our intention clear, we should consider how language differs from
those other modular arrangements in which, as with language, perception and
action both figure in some functional unity: simple reflexes, for example; or
the system that automatically adjusts the posture of a diving gannet in
accordance with optical information that specifies the time of contact with
the surface of the water (Lee & Reddish, 1981). The point about such systems
is that the stimuli do not resemble the responses, however intimate the
connection between them, Hence, the detection of the stimulus and the initia-
tion of the response must be managed by separate components of the module.
Indeed, it would make no great difference if these cases were viewed as an in-
put module hardwired to an output module,

Language 1is different: the neural representation of the utterance that
determines the speaker's production 1is the distal object that the listener
perceives; accordingly, speaking and listening are both regulated by the same
structural constraints and the same grammar. If we were to assume two mod-
ules, one for speaking and one for listening, we should then have to explain
how the same sStructures evolved for both, and how the representation of the
grammar acquired by the listening module became available to the speaking mod-
ule.

So, if it is reasonable to assume that there is such a thing as a lan-
guage module, then it is even more reasonable to assume that there is only
one, And if, within that module, there are subcomponents that correspond to
the several levels of linguistic performance, then each of these subcomponents
must deal both with perception and production. Thus, if sentence planning is
the function of a particular subcomponent, then sentence parsing is a function
of the same subcomponent, and similarly, mutatis mutandis, for speech produc-
tion and speech perception. And, finally, if all this is true, then the cor-
responding input and output functions must themselves be as computationally
similar as the inherent asymmetry between production and perception permits,
Jjust as they are in man-made communication devices.

These speculations do not, of course, reveal the nature of the computa-
tions that the language module carries out, but they do suggest a powerful
constraint on our hypotheses about them, a constraint for which there is no
parallel in the case of other module systems, Thus, they caution that, among
all plausible accounts of language input, we should take seriously only those
that are equally plausible as accounts of language output; if a hypothesis
about parsing cannot be readily restated as a hypothesis about sentence-plan-
ning, for example, we should suppose that something is wrong with it.
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Whatever the weaknesses of the motor theory, it clearly does conform to
this constraint, since, by its terms, speech production and speech perception
are both inherently motoric, On the one side of the module, the motor ges-
tures are not the means to sounds designed to be congenial to the ear; rather,
they are, in themselves, the essential phonetic units. On the other side, the
sounds are not the true objects of perception, made available for linguistic
purposes in some common auditory register; rather, they only supply the infor-
mation for immediate perception of the gestures,
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